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FOREWORD

This final technical report documents research performed from 1 March
1979 to 29 February 1980 under Air Force Office of Scientific Research (AFOSR)
Contract F496209-79-C-0078. This research program was conducted at United
Technologies Research Center (UTRC), East Hartford, Connecticut 06108. Major
Charles L. Nefzger served as the AFOSR Scientific Officer.

This report is issued as UTRC Report R80-944590-1. i
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Microprocessor Requirements for Implementing
Modern Control Logic

SUMM4ARY

A demonstration of the use of microprocessors for implementing linear
quadratic Gaussian (LQG) control was conducted. The demonstration consisted of
simulating linear system dynamics on an analog computer and implementing LQG
control and estimation dynamics on a microprocessor. Two cases were studied, a
single input second order system and a four input fifth order system. The second
order system was controlled using an Intel 8080 8-bit microprocessor and the
fifth order system was controlled using a 16-bit Digital Equipment Corporation

LSI 11/2 microprocessor. Key requirements addressed in this study included
microprocessor requirements for (1) word size (2) computational capability
including arithmetic and input/output operations and (3) memory requirements. The
requirements were compared against predicted requirements made using previously
developed analytic techniques

The implementation involved developing general purpose algorithms required
for implementing LQG control and estimation. These algorithms consisted of
matrix/vector multiplication, vector additon and input/output service routines.
The same algorithms were employed in both the second order and the fifth order
demonstration.

Analytic procedures were developed for establishing microprocessor require-
ments for control of nonlinear systems. Techniques were described for designing
nonlinear controls based on the application of LQG theory in which the nonlinear
system dynamics were approximated by a series of linearized system descriptions
at a number of operating points. Linear control and estimation methodology was
applied to the linearized descriptions resulting in a series of piecewise
optimal state variable feedback controls. Techniques are described for synthe-
sizing the nonlinear control and estimation equations by scheduling the piece-
wise optimal gains between operating points. Microprocessor requirements were
then predicted for the piecewise optimal configuration in terms of computational
operation and total memory required.

This research was performed for the U.S. Air Force Office of Scientific
Research under Contract F49620-79-C-0078.
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RESULTS AND CONCLUSIONS

1) The implementation of modern control and estimation techniques based on
linear quadratic Gaussian (LQG) methodology was successfully demonstrated using
commercially available microprocessors. The demonstration was conducted for
both a single input second order linear system and a four input fifth order
linear system. The linear system dynamics were simulated on an analog computer
and the LQG control was implemented using microprocessors. An eight bit Intel

8080 microprocessor was used to control the second order system and a sixteen
bit Digital Equipment Corporation LSI 11/2 microprocessor was used to control
the fifth order system.

2) Analytic techniques developed in the Phase I portion of the program were
applied to predict the microprocessor requirements prior to implementation.
These techniques resulted in procedures for addressing key issues associated
with microprocessor implementation including word size, computational require-
ments, and memory. Application of the prediction techniques resulted in
estimates for both the second order and the fifth order system in terms of
these key issues. The actual requirements resulting from this study agree with
predicted values. However, the particular characteristics of the interface
between the microprocessor and the analog system i.e., the D/A converters and
A/D converters may lead to additional software being required to ensure proper
scaling. Also, additional software requirements arise because of the detailed
characteristics of the hardware multiplication function. These two features
are device dependent and the requirements in terms of software to work with
them will depend on the devices selected. The analytic prediction techniques
are very accurate in specifying the number and type of operation i.e., addition,
multiplication, with some qualification. In the actual implementation it was
found that additional software was required beyond that predicted. This
additional software was required to (1) properly account for necessary scaling
between the microprocessor and the analog simulation and (2) allow for signed
multiplication and division when using a hardwired multiplication option on the
LSI 11/2.

3) The Phase I study indicated that the number of operations required per
sample time as well as the memory requirements were dependent on the structure
of the system. Transformation could be used to express the system state vector
in a new coordinate system which in turn could be used as a basis for designing
the LQG control. Typical transformations include both the Jordan canonical and the
Companion form. While transformation to one of these forms offers the potential

for increased speed and reduced memory requirements, it was found that it is
not always practical to use this approach. A transformation was used for the
fifth order system in an attempt to reduce the number of analog computer
components needed. However, when the control and estimation matrices for the

2
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transformed systems were calculated it was found that they contained numbers
ranging over eleven orders of magnitude. The large range of values could not
be accommodated by the 16 bit word size of the LSI 11/2.

Although it is possible to reduce the number of operations and memory required
by state vector transformation there is no guarantee that the result will be
amenable to implementation on a (fixed point) microprocessor. The use of such
transformations should be with caution. Evaluating a particular microprocessor
for implementing LQG control should be done first on the basis of the physical
system description. Resort to alternate forms may reduce the apparent number
of computations and memory required but the scaling issue discussed above must
be considered.

4) The second order system validation using on Intel 8080 microprocessor required
4.7 ms computation time compared with the predicted value of 4.25 ms. The actual
memory used was 483 words of which 468 were PROM and 15 were RAM. The predicted
values were 490 words including 15 words of RAM and 475 words of PROM.

The fifth order system validation using an LSI 11/2 microprocessor required
14.45 ms computation time compared with the predicted value of 9.68 ms. The
discrepency is due to the additional software required to execute signed multip-
lication which was not accounted for in the prediction. The actual memory used
was 422 words of which 109 words were RAM and 313 woras were PROM. The predicted
memory requirements were 304 wc,..ds including 121 words of RAM and 183 words of
PRON. The differences between the actual and estimated memory requirements is
primarily due to the additional software for signed multiplication.

5) Microprocessor requirements for implementing control and estimation for non-
linear systems were defined. The nonlinear control and estimation structure was

developed based on a piecewise linear approach which approximates the nonlinear
system by a series of linearized systems evaluated at various operating points
of the system.

/

Optimal linear control and estimation designs are deveToped for each oper-
ating point based on LQG theory. These designs are coupled together by schedul-
ing the control and estimation matrices between operating points using linear

interpolation as a function of the state of the nonlinear system.

Microprocessor requirements for implementing the nonlinear configuration

indicate the largest impact is in the additional memory required compared to
the linear system. The additional memory results from the requirement that
control and estimation matrices must be stored for each operating point con-

=A sidered. However, the increased memory is a linear function of the number of
operating points. This coupled with the facts that 1) the memory requirements
for LQG are small and 2) large capacity memories have been available for some
time indicates that the memory requirements for nonlinear implementation are
not excessive.

!3
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INTRODUCTION

Over the past several years use of modern control methodology -- in

particular, linear quadratic Gaussian (LQG) theory -- has gained increased
recognition as an effective design tool for control of nonlinear multivariable
stochastic systems (Refs. 1-8). The referenced studies have been conducted
under a combination of AFOSR, Office of Naval Research (ONR), Air Force Aero

Propulsion Laboratory (AFAPL), NASA-Lewis and Pratt & Whitney Aircraft (P&WA)
support. In these as well as many other aerospace applications the primary
impetus for application of modern LQG control concepts is improved system
performance combined with the advent of digital electronic control implementa-
tion. Digital electronics provide the means by which complex controllers
associated with LQG theory can be implemented. The current trend both within
as well as outside the aerospace controls community toward increased use of
digital electronics -- in particular, microprocessors -- will lead to increased

use of modern control logic including system identification, modeling, estima-
tion, and multivariable control methodologies (Ref. 9). In addition, use of
microcomputer controllers will lead, in many instances, to reduced control cost
(Refs. 10 and 11), lighter and smaller controls (Ref. 12), lower power require-
ments and integrated circuit reliability (Ref. 13). Recent studies (Ref. 14)
have demonstrated that existing microprocessor can be used to implement algor-
ithms for parameter identification of relatively simple, low-order dynamic
systems.

However, prior to widespread use of microprocessors for modern control logic
implementation key issues associated with microprocessor implementation of LQG
control and estimation concepts must be addressed and resolved. These issues
include (I) accuracy, (2) computational capability, (3) memory, and (4) inter-
face requirements (Ref. 15). These requirements depend upon system dynamics as

well as upon the particular control algorithm employed. Defining these require-
ments will establish criteria for selecting the appropriate computer system for
control implementation.

To address these important issues a two phase two year program directed
toward establishing microprocessor requirements for implementating modern
control logic was initiated at UTRC under AFOSR support in 1978. The Phase I
study (Ref. 16) was concerned with establishing analytic techniques for evaluating
microprocessor requirements for implementing modern control and estimation for

linear systems. These techniques were applied to two selected examples, a
single input second order system and a four input fifth order system. The
implementation requirements for each system were identified and a candidate
micronrocessor was selected as a suitable device for implementing each of the
system control and estimation algorithms.

4
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This report presents results for the Phase II effort of the program which
was directed toward verification of the analytic procedures of Phase I. The
verification was conducted for both the second order and the fifth order cases
analyzed in Phase I. The procedures involved simulating the system dynamics on
an EAI/1000 analog computer. The control and estimation dynamics were imple-
mented on an Intel 8080 microprocessor for the second order case and a Digital
Equipment Corporation LSI-II/2 microprocessor for the fifth order case. Comparisons
are presented between the predicted microprocessor requirements and those
realized using the hybrid simulation approach mentioned above.

The Phase I techniques have also been extended to the general class
of nonlinear systems. An analysis is presented which treats the nonlinear
problem as a series of linear problems by linearizing the dynamics at a set of
operating points. The LQG design methodology is applied at each of the operat-
ing points to develop a series of piecewise linear optimal control and estima-
tion configurations. The microprocessor requirements for implementing this
approximation to the optimal nonlinear solution are presented.

5
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CONTROL OF NONLINEAR STOCHASTIC SYSTEMS

In this section the general nonlinear stochastic regulation problem is
presented. The nonlinear stochastic system model is defined first. This model
is general in nature -ad applicable to a broad class of estimation and control
problems.

A technique for synthesizing feedback control of the general system is then
presented. The approach is to represent the nonlinear system as a set of
linear systems defined throughout the operating regime of the nonlinear plant.
Linear quadratic Gaussian (LQG) control design is then reviewed as applied to
the linearized plant description. A technique for extending the linear design
to the nonlinear plant is then presented which uses gain scheduling within the
controller. In the final part .f this section the digital implementation of
the nonlinear and linear controllers are discussed.

System Description

The system model is shown in Fig. 1 with provision for estimation and
regulation algorithms included. The system consists of a nonlinear plant,
control actuators, and sensors. The control actuators are physical devices
which translate commanded inputs into actual plant inputs. This translation is
not exact and, therefore, process noise is included to account for actuator
uncertainties. This process noise also models external plant disturbances and
system-to-system parameter variations. Plant state variables are generated
through plant dynamics and the actual inputs. These state variables in conjunc-
tion with the actual inputs govern the plant output response. Plant state
variables are available only through sensors which contain inherent lags and
nonlinearities. These sensors indicate which state variables or combinations
thereof can be measured. Sensor noise is included to account for measurement
inaccuracies. Modeling actuator and measurement uncertainties by stochastic
processes translates these physical uncertainties into mathematically tractable
representations. The statistical properties of these random processes define
the process and sensor inaccuracies.

System dynamics are given by the differential and algebraic equations

X~)=f(x(t), u(t), E(t)

y(t) - g(x(t), u(t)) (1)

z(t) - h(x(t)) + n(t)

6
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where x represents the n-dimensional system state vector, u represents the

m-dimensional actuator input vector, y represents the p-dimensional plant

output vector, and z represents the I-dimensional measurement vector. The

random process vectors 4 and n represent white zero-mean Gaussian u-dimensional

actuator and I-dimensional sensor noise, respectively. The dot notation
denotes differentiation with respect to time. The vector functions f, g, and h
are assumed continuous and twice differentiable in all their arguments. Note
that f includes all dynamics associated with the plant, actuators and sensors.
The initial state vector is assumed to be a Gaussian random variable with known

mean. The random vectors x(O), k(t), and n(t) are assumed independent with

known covariances. The statistics of the system uncertainties are defined

by

E{x(O)} = x(O)

E{ (x(O) -x(O) )(x(O) -x(O) )' --S (0)

E[E(t)} = 0

E{(t)&'(t)} = Q(t)6(t-T)

Efn(t)} = 0 (2)

E{r(t)n'(T)} = R(t)S(t-T)

E{(x(O)-x(O))'(t)} = 0

E{(x(O)-x(O))n'(t)} = 0

E{E(t)n'(T)) = 0

where 6(t-T) is the Dirac delta function and the prime denotes a transpose.

Control Design Approach

3 The controller must generate inputs to the actuators to achieve desired system

performance as determined by actual plant state and output response. The time
response of actual plant variables, rather than measured variables, is therefore

the key quantity that enters into an assessment of system performance. The

controller must determine time evolution of the actuator inputs--the only

system variables which can be directly adjusted--to satisfactorily control time
evolution of actual plant state and output variables.

hr 7
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The nonlinear stochastic feedback regulator design depends on (1) the
dynamics of the system, (2) the levels of uncertainty in the system, and (3)
performance criteria that specify satisfactory time evolution of the system
inputs and outputs. The design issue is complicated by the interplay between
system dynamics, the stochastic nature of the problem, and the effects of
deterministic commanded inputs. However, a design philosophy that separates
the deterministic and stochastic aspects of the problem can be adopted.

The design approach involves first linearizing the system dynamics of
Eq. 1, applying linear quadratic regulator (LQR) contrr techniques to the
linear deterministic description, developing estimator equations for the
stochastic portion and finally developing the nonlinear control by combining
the control and estimation equations.

The separation theorem (Ref. 17) allows optimal solution of the control
and filter problems separately for linear systems. In general, if the over-all
nonlinear quadratic stochastic control problem could be solved, the resulting
optimal design would not obey the separation property. Since at the present
time the combined optimal nonlinear estimation and control problem cannot be
solved, the separation concept and a linear quadratic Gaussian approach is

employed to arrive at a set of related problems that can be solved.

Linearized System Description

For steady-state regulation, the controller must maintain the actual plant
variables as close as possible to the steady-state operating point in the
presence of plant disturbances. In these small-signal situations, the nonlinear
system of Eq. (1) (an be described by a linearized perturbational model which
approximates the dynamic behavior of the nonlinear system in a small region
about the steady-state operating point. Linear dynamics are determined by
expanding the nonlinear system functions f, g, and h (Eq. (1)) in a Taylor
series expansion about the steady-state operating point (x,,). Retaining
only first-order terms in the Taylor series expansion results in the perturba-
tional equations of the system dynamics.

6i(t) = A6x(t) + B 6u(t)+ (t)

6y(t) = C6x(t) + D 6u(t) (3)

6z(t) = E6x(t) + n(t)

where 6x, 6u, 6y, and 6z represent state, input, output and measurement perturbations,
respectively, and statistical properties are as previously defined for Eq. (1). The
A (n x n), B (n x m), C (p x n), D (p x m) and E (U x n) matrices are given by

• ,



R80-944590-1

A (4)B C D E (
ax au ax au ax

evaluated at the point x - xss.

Deterministic Control

A systematic technique for deterministic multivariable nonlinear system
control design based on linear quadratic regulator theory -- specifically,
the piecewise-linear/piecewise-optimal (PLPO) control technique -- was developed
(Ref. 2). The deterministic control design procedure assumes no uncertainities,
i.e., it is assumed that (1) no actuator errors exist, (2) no plant disturbances
occur, (3) all state and output variables are measured perfectly, and (4)
actuator and plant dynamics and parameters are known exactly. Under these
assumptions, plant state and output variables can be determined for any given

commanded inputs.

The analytical PLPO method is based on linearizing the system about a
set of closely spaced steady-state operating points and applying linear opti-
mization methods at each point. A single nonlinear control problem is thereby
reduced to a series of linear control problems. This permits the use of
established analytical and numerical methods associated with linear quadratic
control theory. At each operating point, an optimal linear feedback controller
is generated by minimizing a quadratic performance criterion. Weighting factors
within each performance criterion enable the control designer to satisfy
performance specifications by trading-off system response against control

* . actuation rates. Nonlinear feedback control is then constructed by combining
the series of linear controllers into a single nonlinear controller whose
feedback gains vary with system state.

LQR theory applied at any operating point given an optimal incremental
control for the linearized system dynamics described by Eq. 3. The general form
of this control is

6u* - G(x s) 6x (5)

where G(m x m) represents the optimum feedback gain matrix for operation atE the steady-state point xs. The PLPO technique applied to Eq. 5 gives the

algorithm for implementation the nonlinear control:

I li ' 9
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X(t)
u* G (x(T)) dx(T) + u(O) (6)

x(O)

Since the controller gain matrix G is defined at a series of design points
along the system steady-state operating line, on-line interpolation is used to
determine values for G between the operating points.

State Estimation Design

The stochastic aspects of the problem are reintroduced for the estimation
portion of control system design. In addition to plant, actuator and model
uncertainties, the fact that all state variables cannot be measured and that
any measurement is subject to sensor errors must be taken into account. The
objective of this step is to design an estimator or filter that generates, on
the basis of past and present sensor measurements, estimated plant state and
output variables as close as possible to actual plant state and output variables
at any instant of time.

Linear filtering theory may be applied to nonlinear systems by continually
updating a linearization around the current state estimates. The resulting
estimation algorithm is the extended Kalman filter. The system dynamics for
the extended Kalman filter are represented by the nonlinear deterministic
system equations. The estimated state variables x(t) and output variables
y(t) are generated by the nonlinear differential and algebraic equations

x(t) = f(x(t), u(t), 0) + K(t) (z(t) - h(x(t)))
(7)

y(t) = g(x(t), u(t), 0)

where the n x L Kalman gain matrix K(t) depends on (1) the partial derivatives
af/ax and ah/ax evaluated with respect to the estimated states ^(t), and
(2) the sensor and driving noise statistics. Extended Kalman filtering theory
calls for the matrix K(t) to be calculated in real time since it is coupled to
the current state estimates through the relinearization procedure. This
on-line gain calculation often results in filter divergence (Ref. 18) due
primarily to (1) on-line linear system approximations required for on-line
gain calculations, (2) model-mismatch between the filter model and the actual
system, and (3) mismatch between actual system noise statistics and those
statistics assumed in calculating the gains. In addition, n(n+l) differential

2
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equations must be solved to calculate the gain matrix H(t). The derivation

is the extended Kalman filter is presented in Ref. 17.

In Ref. 5 techniques were developed for large-signal filtering logic with

off-line gain calculation to (1) avoid the divergence problems associated with

on-line gain calculation, and (2) reduce the computational complexity of the
filtering logic. The filtering logic was defined based on representing the

system by reduced-order models to further reduce the computational complexity

of the estimation of algorithms. In addition, model-mismatch compensation
techniques were established to eliminate bias errors due to modeling inaccur-

acies, system-to-system variations, and system degradation. Results obtained
in the Ref. 3 UTRC study directed toward stochastic small-signal regulation of

nonlinear multivariable dynamic systems indicate that Kalman filtering methodol-
ogy with model-mismatch compensation is an effective means for achieving

accurate estimation. In addition, the Ref. 3 study showed that improved

estimation leads to improved stochastic regulation.

Off-line Kalman gain calculation is based on the linearized system dynamical

description of Eq. 3. For this problem the solution to the state estimation
problem found in Ref. 17 was used. The Kalman filter dynamics are described by

6x(t) - A6 (t) + B6u(t) + K(z(t) - E6x(t))
(8)

6y(t) - C6x(t) + D6u(t)

The n x I constant gain matrix K is a function of the known A and B matrices

and the specified system noise statistics.

Model-Mismatch Compensation

The linear perturbational model (Eq. (3)) represents an approximate relation-

ship between state, input, output and measurement perturbations because second-
and higher-order terms were neglected in the Taylor series expansion. Deriva-
tion of the Kalman gains, however, assumes that Eq. (3) represents an exact

model oi che physical process. To compensate for this inherent model-mismatch
an n x 1 vector e, which represents 'ie resulting error between actual and esti-

mated state perturbations, is defined. This definition leads to a second linear

estimation problem -- i.e., estimation of the error vector e -- described by

(t) = (-KE+A)e(t) - Kn(t) + BE(t) + v(t)

( AM y(t)
(9)

r(t) - Ee(t) + n(t)

r(t) 6 Sz(t) - Egx(t)

11
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where the n-dimensional vector Y represents white zero-mean Gaussian n-
dimension model-mismatch uncertainty with intensity N; i.e., E Y(t)Y'(T) -

N(t)6(t-,T). The designer selects the model-mismatch matrix N to reflect
uncertainty about the model dynamics; i.e., the larger the intensity matrix
N the more uncertain the designer is that the system model is the same as the
physical process. The Kalman filter for the system described by Eq. (9) is

given by

e(t) = (-KE+A)e(t) + O(t) + K1 (r(t)-Ee(t))

.. (10)
v(t) - K2 (r(t)-Ee(t))

where the n x f and K2 matrices are upper and lower partitions, respect-
ively, of the 2n x I Kalman filter gain matrix. An improved perturbational
state estimate is obtained by adding the estimated error to the original
perturbational state estimate. After algebraic manipulation -- which alters
the Kalman gains and isolates the compensator gains -- the estimator is
described by

t

6x(t) - A6x(t) + B6u(t) + Kf(6z(t)-Ex(t)) + f (Kc(Z()-E6x(T))dT (11)
0

where the n-dimensional vector a is the improved perturbational state
estimate and

Kf W K+KI

(12)

Kc  K
c 2

The derivation of Eq. (11) is presented in Ref. 19.

Integrating Eq. (11) along the system trajectory leads to

-t
i(t) f ( (t),u(t),O) + Kf(z(t)-h(x(t)) +JK(z(t)h (;(t))dT (13)

0

where

t
f ((t),u(t),0) = f (AN(T) + B6u(T))6"r

t 0 (14)

h (x(t)) =f E6x(r)6T
0

and f, h represent the system model employed in the filter. The Kalman and com-

pensator gains Kf and Kc are functions of the operating condition. The block
diagram of this filter is shown in Fig. 2. The implementation requirements for

this nonlinear filter depend on the form assumed for the deterministic system

models f and h.

12



. 0-944590-1

The PLPO techniques described above and used to generate the control law
of Eq. 6 are now applied to the filter equation. The procedure requires
formulating expressions for the two functions shown in Eq. 14. Path integrals
of the linearized system dynamics (Eq. (3)) at a series of operating points
define the piecewise-linear model. From Eq. (3) the piecewise-linear model
dynamics are given by

i(t) u(t)
f (x(t),u(t),O) - f A(x )dx + 0) B(xj)du

(15)

x(t)
h (x(t)) f E (xj)d: + h(x(O))

Since the A, B, C, D, and E matrices are defined at a series of design points
along the system steady-state operating line, interpolation based on a selected
state x- is used to determine values for these matrices between design points.
The fi1er gains Kf and Kc are also functions of operating condition.

Combined Estimation and Control

The third and final step in control synthesis for stochastic nonlinear
systems using the separation approach would involve combining the PLPO determin-
istic control and stochastic estimation algorithm developed in this study into
a unified feedback controller. The resulting stochastic controller must
estimate the system states and outputs from the noise-corrupted system measure-
ment data. Based on these estimated system variables, the control must generate
actuator inputs to achieve satisfactory system performance. The overall system
structure is shown in Fig. 1.

Summarizing the results of the control and filter design outlined above
produces the combined nonlinear equation to be implemented

x(t)

u(t) f G(x(t))dX(T) + u(O) (16)

x(O)

x(t) - f (x(t),u(t),O) + Kf (z(t)-h(x(t)))

f K, (z(r) -h(x(t)))dT (

0

5 where f, h are defined in Eq. 15 for the piecewise linear model.
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Digital Implementation

The nonlinear equations to be implemented in the microprocessor are given
by Eqs. 16 and 17. The implementation is based on using rectangular (Euler)
integration which is the simplest form of integration in terms of the computa-
tions required per sample interval.

To code the estimation algorithms on a digital computer the filter equations
for state estimation may be represented by (1) state prediction equations, and
(2) state update equations. Filter equations based on Euler integration which
predict state variables at time t + at, given measurements to time t, are
described by

x(t + At/t) = (t/t) + f (i(t/t),u(t),O) At (18)

where At represents the known sampling interval. If a more accurate integration
method (e.g., Runge-Kutta) is employed, the sampling interval may be increased;
however, the computational requirements will also be increased. The notation
(t + At/t) represents filter prediction of system states at time t + At given
measurements to time t. The filter update equations are given by

t+At 
2

x(t + At/t + At) = x(t + At/t) + (KfAt)r(t + At) + F (KcAt2)r(W)

(19)

r(t + At) = z(t + At) - h (X(t + At/t)).

Equations (18) and (19) indicate that the state prediction computational require-
ments are primarily dependent on the system model in the filter; whereas, the
state update computational requirements are primarily dependent on the gain
calculation. Output and measurement estimate computational requirements are
primarily dependent on the output and measurement models employed in the
filtering algorithm. Therefore, computational requirements for the filtering
algorithms are functions of (1) the system model employed in the filter, and
(2) filter gain calculation. Digital implementation of the control equation
follows from Eq. 16 again assuming Euler integration

u(t + At) = u(t) + G(x )(x(t + At/t + At) -x(t/t)) (20)

Equation 20 indicates that the control computational requirements are primarily
dependent on the gain calculation. All gain scheduling is assumed to be
implemented using linear univariate interpolation. For any of the matrices

contained in Eqs. 18 thru 20 the algorithm for gain calculation is

^ mi (x -(x) + P

P i+ -P 1  (21)

m (Xj) -(xj)

i+l i

. . . _ . ... . .. . .. . T:. 1 4± ji
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where p denotes any matrix parameter, and the index i represents a steady-state
operating condition such that (xj) i ( xj ( (xj)i 1 .

Microprocessor Requirements

The requirements placed on a single microprocessor to implement the non-
linear control and estimation equation are discussed in this section. This
study did not include an investigation of partitioning the computational tasks
among two or more microprocessors although this option is a potentially powerful
alternative.

The microprocessor requirements which are discussed include (1) number of

computations required per sample interval and (2) memory requirements necessary
for storing the gains and the sampled state values. The methodology closely
follows that developed in Ref. 16. The number of computations required per
sample interval determine the time to execute the control and filter equation.
This time must be less than the sample time which is used in the closed loop
design. The sample time in turn must be sufficiently fast to guarantee that
() the dynamics of the physical plant are adequately represented by the

sampled values and (2) the digital implementation of Eqs. 18 through 20 is
stable. A technique for examining the stability of the equation was presented
in Ref. 16. This technique can be used to study the stability of these different

equations for a particular system description. Guaranteeing that the sample
update is fast enough to adequately represent the nonlinear dynamics of the
physical system requires that detailed simulation be used. For linear systems
the evaluation can be achieved without recourse to detailed simulation by
considering the eigenvalues of the system. The maximum sample time in this
case can be determined by application of the sampling theorem.

Once the maximum sample time is determined the applicability of a particular
microprocessor can be evaluated. This evaluation requires first determining
the number of computations required per sample interval. These computations
consist of signed multiplication and signed addition as well as delay associated
with the input and output operations.

Computational Requirements

The computational requirements for signed multiplication and signed addition
are determined from Eqs. 18 through 21. This determination involves the systematic

j analysis of these equations in terms of the dimensions of the dynamic variables
and matrices.

In Phase I it was shown that the linear discrete controller implementation
requirements could be altered by transforming the estimated state vector. To
change state coordinates for the linear system the estimated state vector x

l is transformed through the equation

15
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w T (22)

where T is an n x n nonsingular constant matrix. This technique was used to
transform the system description to both Jordan canonical form and the Companion
form. The digital implementation requirements were then evaluated for the
linear system in the Standard, Jordan, and Companion forms.

For the transformation technique to be applicable to the nonlinear case
requires that a T matrix be stored in the microprocessor as a function of
operating point. This requirement follows from the fact that the linearized
system dynamical description of Eq. 3 is a function of operating point.

Therefore, for nonlinear implementation additional memory is required if
the transformation technique is to be used. The approach taken in developing
the implementation requirements for the nonlinear system is to consider only the
standard form of the system. This avoids the necessity to store the T matrix

as a function of operating point.

Filter computational requirements per sampling interval are determined
from the prediction and update relationship of Eqs. 18 and 19. The gain
matrices Kf and Kc are scheduled according to the univariate interpolation

alorithm of Eq. 21. The computational operations for implementing the control
law of Eq. 20 consist of matrix/vector multiplication and vector addition as
well as the interpolation required by Eq. 21 for scheduling the matrix G
between operating points.

In addition to the operations associated with the filter and control equa-
tion there are operations required for input and output (1/0) between sample

intervals. These operations consist of measuring I outputs of the plant and
providing n inputs to the plant. These I/O operations are used for both the
filter and control equations. Table I summarizes the computational operations
required for each sample interval of the PLPO implementation. They consist of
multiplications, additions, and I/O operations. These operations may be used to
predict the computation time required by the microprocessor.

Computational times are evaluated for any candidate microprocessor once the
benchmark times for signed multiplication and signed addition are determined.
The I/O times are dependent on the characteristics of the A/D and D/A converters
used. The characteristics of a representative set of microprocessor and A/D and
D/A converters are shown in Ref. 16 and repeated in Appendix A.

Memory Requirements

Memory requirements depend upon (1) the system model and (2) the computer
code including temporary storage to implement the control and filter algorithms.
System model memory requirements are a function of model structure as well as

16
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system state, input, and output orders. System model requirements will not vary
with microprocessor. On the other hand, the computer code and temporary storage

requirements will vary with microprocessor as well as system model.

Memory may be either random access memory (RAM) or programmable read only

memory (PROM). RAM is generally used to store temporary data such as measure-

ments and intermediate calculations. PROM would be used for storing constants
necessary for implementing the control and filter equations. Memory requirements

are determined from the filter and control relationships of Eqs. 18 through 20
and the interpolation algorithm of Eq. 21. The results are summarized in Table
II where the type of memory, either RAM or PROM is also indicated. For the
scheduled gain matrices, G, Kf and Kc the total number of storage locations
depends on the number of operating points used in designing the PLPO structure.
In Table II, K represents the number of steady-state operating points selected
for system linearization.

I
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LINEAR SYSTEM RESULTS

The Phase I work reported in Ref. 16 dealt with the microprocessor require-

ments for implementation of modern control for linear systems. A major task con-
ducted under the present research was to verify the analysis and prediction of
microprocessor requirements for linear systems. The validation was aimed at
verifying the prediction for two problems. One problem was a single input
second order system and one was a four input five state system respresenting
linearized FlOO engine dynamics. The second order validation consisted of
implementing the modern control an Intel 8080 microprocessor. An analog
simulation of the second order system was interfaced to the microprocessor.
The control for the four input fifth order system was implemented on a Digital
Equipment Corporation LSI 11/2 microprocessor. The linearized F100 engine
dynamics were simulated on an Electronics Associates Incorporated Model 1000
analog computer.

This section reviews the microprocessor requirements for implementing
modern control for linear systems. The validation results are presented by
first discussing the matrix and vector mathematical algorithms used in the
microprocessor. Results from this implementation phase are then presented and
compared with the predictions.

Microprocessor Requirements-Linear Systems

For linear systems the matrices of Eq. 3 are constant and the 6 notation
does not apply. Therefore the filter and control dynamics can be represented
by

x(t) = Fx(t) + H(z(t) - Ex(t))

u*(t) = Gx(t) (23)

FA+B
F = A + BG

where the notation (C) denotes the estimate of the variable in parentheses,
G (m x n) represents the deterministic feedback control gain matrix and H
(n x L) represents the steady-state Kalman filter gain matrix.

The formulation developed in Phase I included provision for transforming
the coordinate system using a transformation matrix T. The reason for the
transformation is to represent the system by a new state vector

(24)w = T x

whose dynamic equation may be of a form to reduce the number of computations
required in implementing the filter and control equation. The transformed
equations, from Eqs. 23 and 24 are

w(t) - FTw(t) + H (z(t) - ETW(t))
T T T (25)

u(t) - GTW(t)

18
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where FT 1 (F)T, Hr - T 1 H, ET - ET and GT GT. However, the
matrix FT depen. upon the selected transformation matrix T. Note that TlI
results in the standard form, i.e., FT-F.

Implementing the control and estimation dynamics of Eq. 25 is done by
solving the filter equation in two steps as discussed earlier. This process
involves solving (1) state prediction equations and (2) state update equations.
The result may be expressed in the following form

w(k + 1) D w(k) + HD z(k + 1)

(26)
u(k + 1) = GD w(k + 1)

where -1T HET, t) (I + 4)

-1- 1  2 2 -1 3 (27
=T - 1 FTAt + (T-FT)2At + (T FT)3At_ + (27)

-1 2 3!
H T HAt
D

G = GT
Dth

and k denotes the k sample time.

The matrices of Eq. 27 are computed off-line and stored in the microprocessor
for use in implementing the filter and control relationships of Eq. 26.

Analytic techniques were established in Phase I for predicting the micro-
processor requirements for implementing Eq. 26. The specific requirements
addressed included (1) accuracy (word length) requirements, (2) computational
requirements, and (3) memory requirements.

Accuracy Requirements

The effect of finite word length on the overall response of the controlled
system was evaluated using a performance index approach. A Univac 1100 series
digital computer with a 36 bit word length was used to generate system response
aga.inst which the responses for smaller word length configuration could be
compared. The performance index

J = f [(y* - yt)" Q(y* - yt) + (u* - ut)' R(u* - ut)]dto (28)
0

where y = output response vector with 36-bit controller
tyt = output response vector with b-bit controller
u fi control vector with 36-bit controller
U' = control vector with b-bit controller

Q,R - weighting matrices

was defined. The performance index J represents performance degradalvion due to
finite word lengths less than the accurate 36-bit word length. As the number
of bits in the computer word approaches 36, J approaches zero.Ij

km 19
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A procedure was developed for reducing this integral equation to an
algebraic equation. The resulting expression allows the numerical evaluation
of Eq. 28 to be performed very simply on the computer without the need to
simulate the actual system, control, and filter dynamics.

Computational Requirements

The computational requirements for implementing Eq. 26 were expressed in
terms of the number of multiplications, and additions required as well as the I/O
operations required for each sample interval. Three cases were considered
corresponding to three tranformation matrices T, defined in Eq. 25. The three
structures were (1) Standard, (2) Jordan canonical, and (3) Companion. Table
III summarizes the results for the number of operations required for the LQG

implement at ion.

Memory Requirements

Total storage requirements were defined for the filter and control dynamics
represented by Eq. 26. The memory requirements resulted from analysis of the
dimension of the vectors and matrices of Eq. 26. The storage was required for
(1) past state estimates, w(k), (2) current state estimates, w(k+l), (3)
measurements z(k+l), (4) control u(k+l), and the gain (GD) and filter matrices

(@D, HD) of Eq. 26.

The memory requirements for implementing LQG control and estimation ace
summarized in Table IV for the three system structures discussed above.
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APPLICATION AND VERIFICATION OF MICROPROCESSOR

REQUIREMENT PROCEDURES

The procedures reviewed in the previous section were applied to two can-

didate systems and the microprocessor requirements were predicted. The systems

selected for examination were (1) a single input second order plant and (2) a

four input fifth order F100 turbofan engine linearized at sea level static

military operation. The verification of the procedures was carried out for

both of the selected examples. This verification consisted of (1) simulating

the system dynamics on an analog computer, (2) implementing (coding) the
control and filter equation in a microprocessor, and (3) comparing the results
with those predicte6 using the procedures discussed above.

Before discussing the results of the validation experiments it is important

to describe the matrix and vector operations which are required to implement the

control and filter dynamics of Eq. 26. The operations required i.e., vector/
matrix multiplication and vector addition are generic to the structure of the

problem. Any efficiencies which can be realized in performing these operations
will translate directly into reduced computational time.

A block diagram of the complete simulation system is shown in Fig. 3. The

system dynamics are simulated on an analog computer. Control and filter dynamics

are implemented in a microprocessor which is interfaced to the analog computer

using A/D and D/A converters as shown.

The software to implement the contKol and filter~dynamics consists of

three matrix~vector multiplications (oDw, HDz, and GDw) and one vector

addition (ODw + HDz) Other operations are required to save past state esti-

mates, service the clock, interrupt and output the control via the D/A converter.

The clock interrupt service routine (1) performs a timing check to assure that all

control computations are completed within the sample time and (2) reads in

measurement data via the A/D converter.

The overall block diagram of the control software described above is shown
in Fig. 4. The block diagram of the matrix/vector multiplication code is

displayed in Fig. 5. Figure 5 includes several minor changes (e.g., the order

in which pointers are initialized and updated) which were made in the matrix/

vector multiplication block diagram presented in the Phase I report. These

changes result in more efficient microprocessor implementation. The matrix/vector

multiplication algorithm is not changed but rather the way the algorithm is
implemented has been slightly modified. Black diagrams of the vector addition

code, the store state estimates, and the interrupt service routine are shown in

Fig. 6.

I
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Second Order System

The second order system dynamics in the form of Eq. 3 are represented by
the A, B, C, D and E matrices of Table V. The control and filter dynamics for
the second order system are in the form of Eq. 26. The constant matrices GD
and HD are also shown in Table V.

The second order system control and filter equations were coded on an Intel
8080 microprocessor with software multiply. The second order system dynamics
were implemented on a special purpose analog computer.

The improvements discussed above in the matrix/vector multiplication algor-
ithms were incorporated into the 8080 code. These improvements result in
reduced execution time. The code changes include (1) more efficient use of the
registers in the multiplication algorithm (11.5% reduction in cycle time) and
(2) more efficient memory (data array) accessing as well as more efficient use
of the registers in the matrix/vector multiplication algorithm (reduction in
cycle time dependent on system order, e.g., a 24% reduction in the matrix/vector
multiplication control algorithm is obtained for a 2 x 2 matrix times a 2 x 1
vector). In addition, the interface software was added to the preliminary
code. A complete listing of the code is shown in Appendix B.

Comparison of Results

The analytic procedures developed in Ref. 16 were applied to the second
order system. Conclusions resulting from applying these prediction techniques
were (i) an 8 bit word length is sufficient, (2) a minimum sample time based on
the number of computations of 4.25 ms was predicted for the 8080, and (3) 490
words of memory would be required.

The validation of the prediction techniques consisted of (1) comparing the
execution times and memory requirements between the predicted values and those
resulting from the actual implementation and (2) comparing dynamic response
between that predicted and that actually achieved. This dynamic response
comparison was used to verify the accuracy requirement predictions.

Table VI summarizes the predicted values for computation time and memory
requirements and also shows the computation time and memory actually achieved
with the implemented system. The minimum predicted sample time of 4.25 ms
compares well with the measured value of 4.7 ms.

The actual memory requirements are also in good agreement with the pre-
dicted values. Actual memory used was 483 words of which 468 were PROM and 15
were RAM. The predicted values were 490 words including 15 words of RAM and
475 words of PROM.

22



RB-944590-1

Validation of the word length requirements shows that the prediction tech-

niques are quite accurate. This is important since the word length prediction
was treated using an analytic formulation based on the cost function approach

described above. This allows the designer to simply solve an algebraic
matrix equation to assess the effect of finite word length. Application of

this technique to the second order system showed that an 8 bit microprocessor
was adequate for implementing the second order control and filter equations.
An 8 bit microprocessor was simulated as described in Ref. 16 and the resulting
output response was recorded. Figure 7 shows this predicted response and also
shows the response recorded using the analog computer/8080 system. The good
agreement between these results indicate that the prediction techniques are
valid for assessing the effect of word length on system response.

Fifth Order System

Validation of the prediction techniques was also carried out for a four

input fifth order linear system. The system dynamics represent the linearized
description of an F1O0 turbofan engine operating at sea level static military
operating conditions. The linearized engine dynamic description, in the form
of Eq. 3 are represented by the A, B, C, D and E matrices of Table VII.

Simulating these dynamics on the EAI 1000 analog computer requires imple-
menting the A and B matrices of Table VII. The number of amplifiers and

potentiometers required for instrumenting the matrices as shown exceeded the
number available on the EAI 1000. The large number of analog computer components
required is a result of the A and B matrices being in standard form i.e., all
elements of the matrices were nonzero. An attempt was made to transform the
system description to both the Jordan canonical form and the Companion form by
using the appropriate T matrix transformation as described in Eq. 24. This

approach did not work, however, since the resultant closed loop FT matrix of
Eq. 24 became ill conditioned. That is, the magnitude of the elements of FT
varied over a wide range. This wide range of values in turn required more than

16 bits of accuracy to allow stable closed loop operation. The number of
analog components required was reduced by eliminating several of the smallest
terms in the A and B matrices and approximating other terms. The resultant A

and B matrices are shown in Table VIII. These matrices are compatible with the
number of components available on the EAI 1000. Since the control (GD) and

filter matrices (HD, #D) of Eq. 26 are dependent on the A and B matrices,

new values for these matrices were computed for the modified A and B matrices.
The matrix values for GD, HD, and #D are shown in Table IX. These values

* are those used in the microprocessor implementation.

The modified system dynamics were required to allow analog computer imple-

mentation. However, to verify that the changes did not significantly affect
the dynamic description of the system a comparison was made between the responses
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for the original A and B matrices and modified versions. Figure 8 depicts the
close agreement between the two cases for the x, state (incremental fan
turbine inlet temperature) response. Other results which were obtained show
similar agreement and it was concluded that changing the A and B matrices did
not noticeably alter the closed loop dynamics.

Prior to implementing the closed loop experiment the analog simulation was
checked against the expected response to verify that the analog representation
was correct. This was done by comparing the unforced (u-o) response of the
analog system against a digital computer simulation. This procedure was of
considerable value in uncovering and correcting wiring errors on the analog
computer. The analog computer implementation is shown in Fig. 9. The analog
simulation of the unforced system compares well with the digital simulation.
Figure 10 compares the x5 state (incremental after burner pressure) responses.

Microprocessor Implementation

Based on application of the prediction techniques it was decided to use
an LSI-l1 16 bit microprocessor with hardware multiply and divide options. The
matrix/vector operation, the interrupt service routines and the state store
algorithm discussed previously and shown by the flowcharts of Figs 4, 5, and 6
were coded on the LSI-1. Several changes were incorporated into the final
version of the code compared to the preliminary code developed during Phase I.
Three changes were in the areas of (1) maximizing the use of registers to
reduce the memory access times and (2) improving the techniques for table
accessing. Additionally, since the hardware multiply and divide option of the
LSI-11 are for unsigned operations, code was developed to enable the handling
of signed operations. The complete code for the LSI-11 implementation is shown
in Appendix C.

Comparison of Results

Comparisons are presented for (1) accuracy requirements, (2) computational
speed, and (3) memory requirements. In each case the comparison is made between
the resulted predicted using the techniques of Phase I and the results obtained
from the actual implementation. Application of the prediction techniques indi-
cate that the fifth order system can be implemented for the standard structure
of the system using (1) 16 bit word length, (2) a minimum sample time of 9.68
ms based on the computational requirements and (3) 304 words of memory (183
words of PROM and 121 words of RAM).

The predicted results for a simulated 16 bit word length are compared
against results ':om the EAI 1000/LSI-ll system. The predicted results were
obtained by using the Phase I simulation techniques and the modified system
dynamics discussed above.
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Accuracy requirements are compared as in the second order case by examining
the dynamic responses. Figure 11 shows the predicted response of the FIO0
engine model perturbational afterburner pressure response (x5) and the
response obtained from the hardware implementation. Additional comparisons are
shown in Figs. 12 through 14. Figure 12 compares the small signal fan speed
response and Fig. 13 shows the small signal fan turbine inlet temperature
response. Figure 14 compares the compressor variable vane (u3) control The
agreement between the predicted and actual responses is good considering that
the voltage levels of the responses on the analog computer were 100 mV and
less. There low levels were required to keep the maximum voltage levels in the
analog simulation below the 5 volt power supply limit of the computer. These
low voltage levels result in a lower signal to noise ratio at the outputs of
the A/D converters than would be possible with higher signal levels. This
noise represents measurement noise analogous to the n(t) term in the definition
of the system dynamics of Eq. 3. The optimal estimator gains calculated for
the fifth order system were predicted on a noise covariance of 0.01. The
actual noise present in the analog simulation was beyond the control of the
experiment and therefore the precalculated gains are not optimal for the analog
system noise levels. With this proviso, however, it can be concluded that the
agreement between the predicted responses and the actual responses is good.
This validates the conclusion that a 16 bit word is adequate for the fifth

order system and indicates that the accuracy prediction techniques developed in
Phase I are applicable.

Computational requirements as predicted by the Phase I techniques were 9.68
ms to perform the control and filter calculations. This time consisted of 8.23

ms for arithmetic calculation and 1.45 ms for input and output operations. The
computation time for the experiment was determined using a frequency counter.

The time required to execute the code was 14.45 ms and the input and output
operations required 1.32 ms. The total time between samples required by the
system was therefore 15.77 ms. The large discrepancy (15.77 ms vs 9.68 ms) is
due to the nature of the hardware multiply instruction. The Phase I estimate

of the time required for a multiply was 40.5 us. However, this figure was in
error. The actual time required in the LSI-11 for a hardware multiply ranges
from a low value of 37.0 us to a maximum of 68.0 us. The exact value for a
multiply depends on the value of the two numbers being multiplied. In addition,

the Phase I prediction did not account for the additional software required to

achieve a signed multiplication. This added software increases the multiply
time to 161 us on the LSI-11. Since there are 70 multipliers required per
sample interval the Phase I estimate was in error by 8.43 ms which is the
difference between the actual multiply time of 161 us and the Phase I time of
40.5 us times the 70 multiplication required. Using the correct value of 161
us and applying the Phase I prediction techniques results in a total time of
16.6 ms. This figures compares well with the measured time of 15.77 ms.
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Table X summarizes the comparison between the predicted computation times
and those determined in the equipment. This table shows the originally predicted
times which did not account for the additional multiply software and the values
predicted after the additional software was involved in the analysis. Table X
also shows the predicted and actual memory requirements for the fifth order
system.

Memory requirements as predicted using the Phase I methods were 304 16 bit
words of which 121 words would be RAM and 183 would be PROM. The actual LSI-11

memory requirements are 422 words of which 109 words are RAM and 313 words are
PROM. The reduction in the number of RAM words required (109 compared to 121)
is a result of the efficient use of resisters for temporary storage. The
increase in PROM in the experiment (313 compared to 183) was due primarily to
the software required for implementing the signed multiply and divide operations
(46 words required) and the scaling routines necessary to interface with the
D/A converters (55 words).

Table X shows the memory requirements using the original prediction
techniques, updated prediction techniques and those actually required. The
original prediction values were updated to include the additional memory re-
quired to store the code for implementing the signed multiply and divide
routines (46 words) and the scaling software required (55 words) to interface
to the D/A converters. Both of these operations are in the category of program
code rather than storage required for the basic LQG structure. These additional
requirements result from the specific characteristics of the microprocessor
used. In general there is no effective way to predict the additional memory (or
computation time) without detailed consideration of the particular microprocessor.

In the Phase I effort it was concluded that the memory required to implement
LQG control on microprocessors was modest. Although the experiment summarized
above did reveal that additional memory is required, the increase is small and
the conclusion that memory requirements are not significant is unchanged. The
caution to be exercised in predicting requirements is that subtle characteristics
of the particular microprocessor selected for the application should be con-
sidered in arriving at detailed estimates.

In summary, the Phase I technique for analytically predicting word length
requirements agrees very well with the actual results of the validation. The
techniques for estimating computational requirements and memory, once updated to
account for particular microprocessor characteristics (i.e., multiply times for
signed operations) were found to produce good estimates for the actual requirements.
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LIST OF SYMBOLS

A Constant n x n matrix in linear system dynamic description

B Constant n x m matrix in linear system dynamic description

C Constant p x n matrix in linear system dynamic description

D Constant p x m matrix in linear system dynamic description

E Constant I x n matrix in linear system dynamic description

e n x 1 error vector used to represent bias errors due to model
mismatched Kalman filter

F Constant n x n matrix used to describe optimal deterministic
closed loop system dynamics

FT Constant n x n matrix used to describe transformed optimal
closed loop system dynamics

f Nonlinear n x I vector function describing rate of change of system
state vector

G Constant m x n optimal deterministic closed loop feedback
gain matrix

GD Constant m x n optimal deterministic closed loop feedback
gain matrix for microprocessor implementation

g Nonlinear p x 1 vector function describing system output vector

H Constant n x I Kalman filter gain matrix

HD Constant n x I Kalman filter gain matrix for microprocessor
implementation

h Nonlinear I x 1 vector function describing measurement vector

I Identity matrix

i General subscript

I Performance index

I29
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LIST OF SYMBOLS (Cont'd)

K Number of operating points used in linearizing nonlinear system

Kc  n x L compensator gain matrix for estimator with model mismatch
compensation

Kf n x Z Kalman filter gain matrix for estimator with model mismatch
compensat ion

K Discrete time

Dimension of system measurement vector z

m Dimension of system control vector u

n Dimension of system state vector x

P Dimension of system output vector y

Q Constant p x p matrix used in J

R Constant m x m matrix used in J

RAM Random access memory

PROM Programmable read only memory

T Constant n x n transformation matrix

U m x I control vector

U* m x 1 optimal control vector

W n x 1 transformed state vector

x n x 1 system state vector

y p x I system output vector

z L xl system measurement vector
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LIST OF SYMBOLS (Cont'd)

nt x 1 sensor noise vector

m x 1 process noise vector

Constant n x n closed loop system matrix

Constant n x n closed loop system matrix used in microprocessor
implement at ion

6 ( ) Small signal (linearized) representation of variable
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TABLE I

COMPUTATIONAL REQUIREMENTS
PLPO Implementation - Standard Structure

Function Application Number of Operations

Filter n(n-l+5.)

Addition

Control n(m+l)

Filter n 2+3nk

Multiplication

Control n (m+i)

Input m

Interface

Output k

32
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TABLE II

MEMORY REQUIREMENTS

PLPO Implementation

Memory Number of
Variable Type Locations

Past state

estimate (x(t + At/t)) RAM

Current state
estimate (x(t + Lt/t + At) RAM

Measurement (z(t + At)) RAM

Control (u(t + At)) RAM m

Control matrix G PROM R2

Kalman matrix Kf PROM KnR

SKalman matrix K PROM RnZ
C
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TABLE V

SECOND-ORDER SYSTEM, CONTROL, AND FILTER MATRICES

Matrix Matrix Elements

B0.
2.0

C 1.0 0.0

D 0

E 1.0 0.0

G -0.871 -0.207

H D 1.130
-0.360

.pD873 .071
-.265 .632
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TABLE VI

.-COMPARISON OF PREDICTED AND ACTUAL COMPUTATION TIME AND MEMORY

Second Order System
Intel 8080 Microprocessor

* - Computation time - msec Memory Requirements - bytes

RAM PROM

Prediction 4.25 15 475

Actual 4.70 15 468

i' 1
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TABLE VII

FIFTH-ORDER F100 ENGINE MODEL DYNAMICS

Engine Model Linearized at Sea-Level Static Military Operation

States Outputs Controls

Fan turbine inlet temperature Airflow Jet exhaust area

Main burner pressure Fan stability margin Fan inlet guide vanes

Fan speed Compressor stability margin Compressor variable vanes

Compressor speed Thrust Main burner fuel flow

Afterburner pressure High Turbine inlet temperature

Matrix Matrix Elements

-34.013 -9.303 12.037 -2.398 -1.254

4.389 -38.762 -4.221 28.480 14.729

A -4.755 2.287 -0.400 -1.546 -2.200

2.046 1.062 -0.729 -2.150 -0.624

4.150 -8.814 -0.167 7.477 1.099

0.766 0.546 -0.813 17.095

0.056 1.341 7.737 8.641

B 0.156 -1.176 -0.416 2.034

-0.136 -0.024 -0.555 -0.378

-4.729 0.874 1.617 0.223

-0.042 0.063 0.013 -0.054 1.404

1.045 0.092 -0.060 -0.028 -0.050

C 0.386 0.100 -0.217 0.170 -0.095

0.305 -0.326 -0.458 0.584 -0.538

-0.183 -0.564 0.394 -0.165 0.394

1.044 0.001 -0.013 0.002

-0.015 -0.003 -0.013 -0.044

D -0.043 0.278 0.035 -0.155

-0.101 0.281 0.137 -0.041

0.073 0.047 -0.091 0.050

1.0 0 0 0 0

0 1.0 0 0 0

E 0 0 1.0 0 0

0 0 0 1.0 0

0 0 0 0 1.0
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TABLE VIII

APPROXIMATE FIFTH-ORDER FIO0 ENGINE MODEL DYNAMICS

A, B matrices represent approximations to those in Table VII
which are required to allow EAI 1000 analog computer implementation

Matrix Matrix Elements

-34.013 -9.0 12.037 -2.2 0.0
4.4 -38.762 -4.221 28.480 14.729

A -4.4 2.287 0.0 -1.546 -2.200
2.046 1.062 -0.729 -2.2 -0.8
4.4 -9.0 0.0 7.477 0.8

0.0 0.0 0.0 17.095
0.0 1.2 7.737 8.641

B 0.14 -1.2 -0.5 2.034
-0.14 0.0 -0.5 -0.378
-4,729 0.874 1.617 0.0

i
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TABLE IX

CONTROL AND FILTER MATRICES FOR FIFTH ORDER IMPLEMENTATION

Matrices Used For Approximate Dynamic Description of Table VIII

Matrix Matrix Elements

1.602 -1.183 2.224 0.148 5.53
0.012 3.074 -0.341 -0.903 -0.223

D -2.942 -5.064 5.544 -2.222 8.148

-4.362 0.749 -0.652 -0.092 -0811

0.153 .047 .514 .061 .001
.084 .026 .304 .093 .000

HD .012 .007 .087 .063 .000
.001 .001 .034 .077 .000
.002 .000 .007 -0.005 .000

.107 - .010 - .471 - .104 - .041

- .180 .107 .027 .057 .696

- .095 .026 .854 - .044 - .081

.033 .042 - .087 .899 - .062

- .008 - .085 - .093 .041 .650

41
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TABLE X

COMPARISON OF PREDICTED AND ACTUAL COMPUTATION TIMES AND MEMORY

Fifth Order System
LSI 11/2 Microprocessor

Updated Prediction Accounts for Additional Multiply Software

Computation Time - msec Memory Requirements - Words

RAM PROM

Original Prediction 9.68 121 183

Updated Prediction 16.6 121 284

Actual 15.77 109 313
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BLOCK DIAGRAM FOR MATRIXIVECTOR MULTIPLICATION

p(qX 1) =M (q Xr)v(rX 1)
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BLOCK DIAGRAM FOR VECTOR ADDITION, STATE STORE AND INTERRUPT SERVICE

INITIALIZE INITIALIZE
VECTOR ADDITION: C (q) = A (q) + B (q) POINTERS STATE STORE: 4(K) = i(K + 1) POINTERS:I ;I

2 2

A1 Ai Bi oO i(K) =,O (K+1)
4 4

UPDATE UPDATE
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V 0= TIME TO EXECUTE BLOCK YES = TIME TO EXECUTE BLOCK 1V = TIM E TO EXEC UTE BLOC K 2 3 -dl = TIM E TO EXEC UTE BLOC K 2.3
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COMPARISON OF PREDICTED AND ACTUAL SECOND ORDER OUTPUT RESPONSE

RESPONSE TO INITIAL CONDITION XO = (0 5. 0.5)

STANDARD STRUCTURE WITHIN CONTROLLER

I = 0 1 sec. WORD LENGTH = 8 BITS

-- REAL TIME ANALOG SYSTEM/DIGITAL MICROPROCESSOR CONTROL

SIMULATED ANALOG SYSTEM/SIMULATED MICROPROCESSOR CONTROL
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FIO0 ENGINE MODEL FAN TURBINE INLET TEMPERATURE RESPONSE

ORIGINAL A&B MATRIX vs MODIFIED A&B MATRIX

INITIAL CONDITION X = 0 1

W = 0.025 sec, WORD LENGTH = 16 BITS

-ORIGINAL MATRIX RESPONSE, UNIVAC SIMULATION

.... -MODIFIED MATRIX RESPONSE, UNIVAC SIMULATION
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FIFTH ORDER ENGINE ANALOG SIMULATION
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F100 ENGINE MODEL AFTER BURNER PRESSURE RESPONSE

ANALOG COMPUTER PROGRAM VERIFICATION

UNIVAC ZERO INPUT vs. ANALOG COMPUTER ZERO INPUT

INITIAL CONDITION X = 0 1

1 = 0025 sec, WORD LENGTH = 16 BITS

UNIVAC REPSONSE WITH ZERO INPUT

ANALOG COMPUTER RESPONSE WITH ZERO INPUT
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UNIVAC SIMULATED RESPONSE vs. ANALOG COMPUTER RESPONSE

INITIAL CONDITIONS.X=01
1025 sec. WORD LENGTH = 16 BITS
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F100 ENGINE MODEL FAN SPEED RESPONSE

UNIVAC SIMULATED RESPONSE vs. ANALOG COMPUTER RESPONSE

INITIAL CONDITIONS. X =0.1
1 0 025 sec. WORD LENGTH = 16 BITS
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FIO0 ENGINE MODEL FAN TURBINE INLET TEMPERATURE RESPONSE

UNIVAC SIMULATED RESPONSE vs ANALOG COMPUTER RESPONSE

INITITAL CONDITIONS. X = 0 1

I = 0.025 sec, WORD LENGTH = 16 BITS

UNIVAC SIMULATED RESPONSE

---- ANALOG COMPUTER RESPONSE
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F100 ENGINE MODEL COMPRESSOR VARIABLE VANE PARAMETER

UNIVAC SIMULATED RESPONSE vs. ANALOG COMPUTER RESPONSE

INITIAL CONDITIONS X = 0 1

= 0.025 sec. WORD LENGTH = 16 BITS

UNIVAC SIMULATED RESPONSE
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APPENDIX A

MICROPROCESSOR SURVEY

Characteristics of (1) microprocessors, (2) A/D and D/A converters, and
(3) hardware multipliers are presented in this Appendix. The characteristics
tabulated here were obtained from Electrical Design News (EDN) 1976-1978 as
well as from TRW product sheets. Microprocessor characteristics -- including
word length, internal registers, indexed addressing capabilities, and multiply
instruction capability -- are listed in Table A-1. The A/D and D/A character-
istics -- including word length, conversion time, and technology -- are shown

in Table A-II. Table A-Ill displays multiplier characteristics including word
length, multiply time, and technology.
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TABLE A-II

REPRESENTATIVE A/D AND D/A CONVERTERS

Converter Manufacturer Model Word Length Conversion Technology
Type (bits) Time (psec)

TRW TDC1OO7J 8 35x10- 3  Bipolar
TRW TDC1OO1J 8 400x10- 3  Bipolar
TRW TDC1002J 8 1 Bipolar

Analog Devices AD75705 8 40 CMOS
Datel ADC-MC88C 8 500 Bipolar

A/D Analog Devices AD7570L 10 120 CMOS
Datel ADC-HXI2B 12 20 Hybrid

Analog Devices AD572BD 12 25 ---

Micre Networks ADC80 12 25 Hybrid

National
Semiconductor ADC1210 12 50 Hybrid

TRW TDC1016J 8 35x10- 3  Bipolar
Analog Devices AD7523JN 8 100x10- 3  ---

Datel DAC-UP88 8 2 Bipolar
National
Semiconductor DAC0800 8 135 Bipolar

Datel DAC-088 8 150 Bipolar
D/A TRW TDC107J 10 50x10- 3  Bipolar

Analog Devices AD7541KN 12 1 ---

Datel DAC-HK12B 12 3 Hybrid
Harris

Semiconductor HI-5612 12 85 Bipolar
Harris
Semiconductor Hl-562 12 200 Bipolar

Datel DAC-HA12B 12 500 Hybrid

Analog Devices AD7531 12 500 Hybrid

A

I
K
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APPENDIX B

INTEL 8080 SOFTWARE FOR LQG CONT.OLLER

1'
2: l00 MACRO ASSEMBLER. UER 3.0 ERRORS • 0 PAGE 1

3s
4'St
51
6. 3
7: KALMAIN FILTER/CONTROLLER

S: PROJECTs MICROPROCESSOR IMPLEMENTATION OF MODERN C
s:a PROGRNNRt J. KODEL. DIGITAL COMPUTER LAB

11 DATEt 17-AUG-73
1e2 VERSION: 00.96
131 REUISION: oR.oR
14s
1s FUNCTIONAL DESCRIPTIONs
163 THIS PROGRAM CONTROLS A END
173 ORDER SYSTEM, USING MODERN CONTROL
18 METHODS. THE BASIC EQUATIONS FOLLOW*
192
20:
21 - PHIDSU 4 NDSZ
223 K*l K K
23:
241 W " U
as: K Kt1
26:
2?: U GD3u
23: K+1 K l
292
30, WHERE'
31:
32s Z * SYSTEM MEASUREMENT VECTOR
33: K
34t
3S: ND * KALMAN FILTER GAIN MATRIX
36:
37 s
38t W * PAST STATE ESTIMATE UECTOR
39# K
401

411 PHID - CLOSED LOOP SYSTEM MATRIX
421
43:
443 W - NEXT STATE ESTIMATE VECTOR
412 K-61
46:
47: GD - CLOSED LOOP FEEDBACK GAIN MATRIX
48t

49: 3 U * SYSTEM INPUT VECTOR
Sol K*l
SetS2:

S31 FOR THE SECOND ORDER SYSTEMS
S48
Si Z * lXI VECTOR
5 6: HD aXi MATRIX
578: U a EXI VECTOR
Sol 8 PHID • aXe MATRIX
$98 1 GD - IXE MATRIX
60' U * 1XI VECTOR

62' REVISION HISTORY.
63t
6436S8

661 aSYSTEM EQUATESt

691 0001 USI Eau 1 8 OF ELEMENTS IN VECTOR
701 0002 "qSi Eau a I ROwS IN MATRIX
711 S ?: s"e. Eau SGN DATA MATRIX START ADDR 81
718 S13 PMRAI E [U l PARTIAL MATRIX MPM START ADD
731 52" MNORI EOU SlaGH * MATRIX MPY RESULT START ADDR
741

7SI
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76: 0002 USI EaU 2 1 Of ELEMENTS I" VECTOR
77? 002 ms32 EOU 8 a $ bUS IN MATRIX
73: S300 DMA2 EaU 53004 DATA MATRIX START ADD* 03
79t 1400 PMA2 EOU 54004 3 PARTIAL MATRIX MPY STAN? ADD
a0 SS40 NMRAa LOU 5,00 6 MATRIX MM' RESULT START ADDS313 I

338 0002 US3 EOU 8 0 OF ELEMENTS IN VECTOR
84t 0001 Ms3 SOU 1 a0 ROUS IN MATRIX
IS' se60 DMA3 EOU S60 H DATA MATRIX START ADD* 83
36: 5700 POlA3 EaU S7104 j PART AL MATRIX MPY START ADD
378 8300 MNA3 LOU 5000H MATRIX MY' RESULT START ADDR

91 s300 UOUT EOU 18000 j OUTPUT VAR LOCATION
928 S300 STRIPC EOU S314 ! STRIP CHART VAR LOCATION
938 1
94t 8
95s 3C3D OnG 3C3DN
968 3C3D C32941 JMP INTE SET UP INTERRUPT SER' ROUT.
97:
98t

998 400 ORG 40060100:

101 INITIALZATION102,
103, 4000 F3 DI DISABLE INTERRUPTS
1043 4001 310040 LXl SP,4~11 SET UP STAOCK POINOTER

legss
106
107s
l18 PROGRAM START
1098
1108 MULTIPLY MATRIX ND (KALMAN FILTER GAIN MATRIX) UITs
1118 VECTOR Z (SYSTEM MEASUREMENT VECTOR).
Sl2S 16D S ROWS X I COL
113t Z IS I NOW X I COL
1148

11S6 4004 STATI8
1161 4004 3E01 MUI A,VSI S ESTABLISH VECTOR SIZE
1179 4006 110011 LXI D,PMMAt 3 PARTIAL MATRIX MPY START ADD
1188 4409 310so LXI H.1MAI j DATA MATRIX START ADS
1198 1
1208 400C COLNI I
121 400C F$ PUSH P553 START NEXT COLUMN MPY, SAVE
122' 40D 06"0 MUI .51 S ESTABLISH MATRIX ROU SIZE
123 4W 49 NOv C.M m GT OPERAND $1
1248 4010 a3 INX H S POINT TO OPERAND 2
12S8 9
1268 4011 ROMII S
127 4011 CS PUSH I MP THE ELEMENTS IN EACH ROU
128 4012 ES PUSH 1 SAVE I.C.H & L
129' 4013 66 NOv H.M S GET OPERAND 62
1303 4014 CD4F41 CALL MULT Sa3 BIT SIGNED
1318 4017 7C NOV AH PREPARE TO STORE
132' 4018 18 STAX D SAVE PARTIAL MATRIX MPY
1338 4019 13 INx D ADJUST SAVE POINTER
134: 401A ES POP H * RESTORE H & L
1358 4011 a3 INX H POINT TO NEXT OPERAND
136 401C Cl POP S RESTORE VECTOR COUNT (I)
137t RESTORE OPERAND $1 (C)
138, 401D OS DCR I COLUMN ALL DONE Y
1398 401E C21140 JNZ ROmNI NO
140: 4021 F1 POP PS YES, RESTORE VECT SIZE1411 4022 3D OCR A AeLL MULTIPLIES COMPLETE
142 4023 ClOC40 JiZ COLI NO
1438 YES. SUM PARTIALS TO COMPLET
1448 4026 0002 MUI p.MSl REESTABLISH MATRIX ROU SIZE
14St 403 1100S LXI D."MRAI MATRIX MPY RESULT START ADDR
1463 4049 3100St LXI H.PNMAI PARTIAL MAT MPY START ADDR
1471
1438 4 .f SUMk1
1498 4021 Kai MUI C.USI £ REINITIALIZE VECTOR SIZE
1S03 4030 *1 XRA A s CLEAR REG A
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ISIS 4031 DS PUSH D 1 OBTAIN POINTER OFFSET IN DIE
1S2S 4032 1600 Hui D.e 0 CLEAN UPPER PORTION OF D&E
IS3t 4034 lE01 "UX EMSI * SET OFFSET. MATRIX NOW SIZE
1542

ISS1 4036 SUmSat
IS6 4036 a6 ADD " A - A * HL
157 4037 19 DAD D HL o HL *DE (KE * OFFSET)
1s$ 4038 sD DCR C ALL TERMS SUNED 7
1S91 4039 C23640 JNZ SUsup 1 NO
160s 403C 01 POP D YES. RESTORE RESULT ADD*
161: 403D 18 STAX D STORE RESULT
162s 403E OS DCN I MATRIX MPY COMPLETE "
163s A*b. CAS240 JZ DOEIM1 YES
1648 4042 13 INX D NO. POINT TO NEXT RESULT ADD
165: 4043 DS PUSH D ADJUST TERN POINTER TO LAST
166: 4044 2100S1 LXI H.PMMAI GET BASE ADDR
167: 4047 3E02 RI A.NSI GET MATRIX NOWd SIZE
168t 4049 90 SUB a
169: 404A Sr IOU E.A GET OFFSET
1708 4043 1600 Mu! D.0 CLEAR UPPER PORTION OF DE
1713 4040 19 DAD D HL - PlMA + US - REG 0
172s 404E Di POP D
173t 404F C32140 JP SUAI
174t j
17S: 4052 DONEl!
176:
177s
178 MULTIPLY MATRIX PHID (CLOSED LOOP SYSTEM MATRIX) U
179: VECTOR U (PAST STATE VECTOR).
ls t PHID IS 2 RWS X R COLS
loll U IS 2 ROIS X 1 COL

183 4062 3E02 RlU A,5V2 a ESTABLISH VECTOR SIZE
134: 4014 11054 LXI DPMRA2 PARTIAL MATRIX MPY START ADD
13s: 40S7 110S3 LXI HDIA2 DATA MATRIX START ADDR186t 1

187 40SA COLI:
18: 405A FS PUSH Pau a START NEXT COLUMN IPY. SAU
1893 40S3 0602 IUI B.MSa s ESTABLISH MATRIX NO SIZE
190t 405D 4E NOU C.N GET OPERAND I1
1913 40SE 23 INX N j POINT TO OPERAND $2
1921
193: 40SF ROUNI
194t 40SF CS PUSH a j MPY THE ELEMENTS IN EACH POd
19S1 4060 ES PUSH H SAVE 3.C°H & L
196: 4061 66 MOU N.M GET OPERAND 82
197: 4062 CD4F41 CALL MULT a 2 lIT SIGNED
1988 406S ?C NoU A.H PREPARE TO STORE
199: 4066 12 STAX D a SAVE PARTIAL MATRIX MY
200: 4067 13 INx D ADJUST SAVE POINTER
201 4068 El POP H 3 RESTORE H & L
2028 4069 13 INX N POINT TO NEXT OPERAND
203: 40A Cl POP 3 j RESTORE VECTOR COUNT (3)
204: RESTORE OPERAND 81 (C)
205 4063 0S DCR 3 a COLUMN ALL DONE 7
206: 4*6C CSF40 JNZ ROdH2 a NO
207: 406F F POP P515 YES, RESTORE VECT SIZE
203' 407 3D DCR A ALL MULTIPLIES COMPLETE '
2093 4071 C&lA40 JNZ COLN2 NO
al0s YES. SUN PARTIALS TO COMPLET
alit1 4074 0602 HlUI I8o REESTABLISH MATRIX ROW SIZE

212: 4076 IOOSS LXI I.NNPA MATRIX NPY RESULT START ADDR
2133 4079 a1oI4 LXI H.PiWQ PARTIAL MT iPY START ADD*
2143 3
21s 407C JAAS
216: 407C K"4) RUl C.US2 REINITIALIZE VECTOR SIZE
2171 407f AF XRA A CLEAR REG A
213: 407F a1 PUSH D OBTAIN POINTER OFFSET IN DIE
1s 4030 160 RUl Ds CLEAR UPPER PORTION OF DIE

220$ 4002 101 mil E.ASE SET OFFSET. MATRIX IOU SIZE
2t21 4084

8231 4084 Is AIDD Mq A - A * HL

24 4034 19 DAD D AHL NHL BE (K OFFSET)Bass 4086 soD D€8 C ALL TERMS BURNEqD
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a26, 4087 C28440 JNZ SUMl98 NO
227t 403A DI POP 0 * YES. RESTORE RESULT ADDS
z13s 4013 18 STAX 3 STORE RESULT

289' 408C 6S 3CR 2 M NATRIX V COMPLETE 1
230s 403D C040 JZ bt(3 j VES
231' 4090 13 INX S I NO. POINT TO NEXT RESULT ADD
132' 4091 DS PUSH 0 ADJUST TERM POINTER TO LAST
233s 4092 810154 LXI K.PNA1 I GET BASE ADDR
2348 4035 3(08 Iul A.NSD 8 GET MATRIX ROM SIZE
23S& 4097 0 Sul a
1363 4098 SF MOJ L.A I GET OFFSET
237s 4099 100 nIu 04 1 CLEAR UPPER PORTION OF K
2311 409 19 DAD D HL - PA. * VS R-EG I
239 409C D1 POP 3
240s 409D C37C40 JIP SUPNA
2411
142s
2431 DO UECTOR ADDS TO COMPUTE U(EI.) I.E.
2441
346, ; W(K*,)l - PHIDSUJ()I * HDSZ(K)l
246s .
247S -
848 S

249s W U(K;)h - PHID3VCIK)h- HDSI2KIN

152a 40 s 012'
153s 40"f 210S6 LXI H.DNA3 GET U(K*4) STORAGE AREA ADOR
254s 40A3 ES PUSH 0 j TEIP SAUL
as5$ 40*4 210152 LXI W.NNRAI OBTAIN HolZ RESULT START A
1S6' 4047 1101SS LXI D.F.NRAI OBTA1I PNIDS RESULT START A
25?s 404A 0608 MUI ., .8S3 I OBTAII 4 OF TERMS TO ADD
a1s 4WA 0(t1 NVI C.MS3 OBTAIN OFFSET TO STORE SUMS
259s 40AE 0c IN* C
i!60 t
261' 40AF ADDHXT'
161 40AF AF XA A CLEAR A REG
263' 4030 36 ADD m GET 62z TERM
264t 4091 ED Xl"G
26s 4032 06 ADD N a ADD PNIDISU TERN
a66, 4053 37 STC S SET CAM - 0
167t 4034 3F CNC
268 4035 17 VAL j ADJUST FOR 2.0 SCALING
369' 4016 DAC440 JC HEG NEG OR Pos ?
270s 4019 37 OSA A I St CONDITION CODE
271' 40* FBDF40 JP NOFLO POSITIUE, ANY OVIERFLOW 1
272' 4033 FST Ol wIG t j S, FORCE TO LARGEST S
1273s
274' 40F MOFLOZ
7Ss 405F ESF ol4 7r * FORCE TO POSITIUC 6

376' 401 C3C64f JP SCAL1
277.
2811 4OC4 44,G

I79L 4OC4 ia so" FORCE TO NEGATIU 8

232a 40c0 E3 XTL GET STORAGE ADDRESS2, 832 46C? 77 "Ou 8,0# STORESU

214* 491 es I)Cil I CHECK IF ALL TERMS ADDEDass$4 4OC9 CAD640 JZ VOME4

860 4¢CC 79 NOV AA ADJUST STORAGE ADDRESS87?s 40C0 21 ADD C
Rest 46CE OF PAY LA

8191 40CF E3 XT"L jRESTORE POINTERS890 s 4000 811 XC", Q
201 t 400)1 a3 |Nx 1 POIN4T TO NEXT GO8Z TERM
1928 402 1) I"NX 5 POINT TO NEXT PIIDIS TERN
2931 40 3 C3AF4* imp ADDNXT j ADS NEXT TERMS
194s

Best p UPDATE U(K) WITH NEULY CALCULATED U(K# )
21971 0

£99' 4006 6dE 4'
300' 4096 El POP N RESTORE STACK
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301: 4057 1RE UI LU53 S GT 8 OF TERSw TO STORE
302: 40D9 ES PUGH N TEMP SAVE
3031 40DA al0o" LXI H.DMA3 G IT WC.l+ ) 110T161 AMIA ADD
304t 40DD 0HO1 UI C.M3 G ET OFFSET OF (K*1)
30S: 440F OC iNR C
3068 4E i11s3 LX 0 DSAa GET W(KI 0 STORAE OEA ADD
307 40(3 008 mUI a."" G ET OFFSET OF MI)
301 40E6 04 INN a

3101 4GE6 STRNXT:
3111 4W6 ? NOV A." z GET U(K11
3121 40E? 11 STAX 3 a STORE INTO OLD Wi(K)
313: 40E3 E3 XTHL GET 0 OF TERS REMAINING TO3141 40*[9 ao OCR L ANY LEFT 7

31S: 40EA CAF740 JZ DOMS j NO
316: 40(5 E3 XTHL YES, RESTORE POINTER
317 40EE 71 NOu A.L * ADJUST FOR NEXT U(K.1)
318: 46EF a1 ADD C
3191 40FS 6F ROW L.A
3201 40F1 7 NOV All j ADJUST FOR NEXT U(K)
321: 4OFZ 80 ADD D
328: 40F3 SF NOV 1.0A
323% 4OF4 C3ES4* JP STRHXT
3241
321s I

326: MULTIPLY MATRIX GD (CLOSED LOOP FEEDBACK MATRIX) Ui
327: VECTOR W (NEXT STATE VICTOR).
322o GD IS I NOW X 8 COLS
329 W IS 2 MOWS X I COL
330:
331: 4OF7 "014(5:
332: 4SF7 El POP H RESTORE STACK
3331 40F8 3101 HUI A.US3 ESTABLISH VECTOR SIZE
3341 4FA 1106? LXI D.PMMA3 PARTIAL MATRIX MPY START ADD
335: 4OWD 21006 LXI H.DM a DATA MATRIX START ADDS
3363:
337: 4100 COLM3o
338 4100 FS PUSH PSi * STAR? NEXT COLUMN MPY. SAVE
339: 4101 06011 owl 91S3 a ESTABLISH MATRIX ROw SIZE
3403 4103 4E NOu Cel m OfT OPERAND of
3411 4104 83 INX H I POINT TO OPEftAD *a
342:
343: 400S NOVd3:
344: 410S CS PUSH a wPy THE ELEMENTS IN EACH ROW
34S3 4106 ES PUSH N SAVE S.C.H I L
346: 410? 66 MO NOR GET OPERAND i
347: 4103 CD4F4I CALL NULT a SIT SIGNED
3481 4101 7C NOV A. PREPARE TO STORE
349: 41OC 12 STAX D SAM PARTIAL MATRIX MPY
3SO: 416D 13 InX D ADJUST SAVE POINTER
3S1: 410E El POP N RESTORE N & L
3I2. 416F 33 INX H POINT TO NEXT OPERAND
3S3: 4110 Ct POP a RESTORE VECTOR COUNT (E)
3S41 RESTORE OPERAND I (C)
3SS: 4111 SS OCR a COLUMN ALL DON ?
356: 4111 C20S41 JNZ SOWN3 NO
3S? 411S Fl POP PSU YES, RESTORE UECT SIZE
358: 4116 3D iCR A ALL MULTIPLIES COMPLETE 7
3S9: 4117 C*0641 J"2 COLN3 PNO
36Ss YES. SUN PARTIALS TO COMPLET
361: 411A 001 ,ul R.NS3 REESTABLISH MATRIX ROW SIZE
362: 411C I1S0S LXI D.MMRA3 MATRIX MP' RESULT START ADDR
363: 411F 5S10S? LXI N. PMlA3 PARTIAL MAT MPY START ADDR
364:
34S: 4122 SUiA38
366: 411 0(1 MUB C.VS3 REINITIALIZE VECTOR SIZE
367 4124 AF XRA A a CLEAR RIG A
368 4111 3S PUSH * OBTAIN POINTER OFFSET IN &E
369. 4136 is"0 NUt DO * CLEAR UPPER PORTION Of D&E
31 4111 Isi Nu E.MS3 * SET OFFSET. MATRIX ROW SIE
371:
372: 41aA MUM83o
373: 418A I ADD N A 0 A * HL

* 3741 418 1 DAD D HL - HL * BE (K[ * OFFSET)
37S 411C 01 OCR C aALL TERMSSU IWD
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376s 4120 CaPA41 JNZ SUNS3 8 NO
377: 4130 01 POP 3 YES. RESTORE RESULT ADDSt
3731 4131 l STAX 3 8 STORE RESULT
379: 4132 05 DCR 3 1 MATRIX MPY COMPLETE 9
380: 4133 CA4641 JZ DONE3 YES
381: 4136 13 INX D NO. POINT TO NEXT RESULT ADD
388: 4137 DS PUSH D ADJUST TERM POINTER TO LAST
323 4133 8100S LXI H,PfRA3 GET BASE ADD
384: 4131 3E01 mVI A.MS3 GET MATRIX SIZE
331s 413D 90 sUb a
36t 413 SF MOU E.A GET OFFSET
38, 413F 16G ft! 1 3.0 CLEAR UPPER PORTION OF DE
333: 4141 19 DAD 3 NL - PHMA * US - REG I
389: 4148 D POP D
3901 4143 C3241 JMP SUMA3
391: 1
392: 4146 DOE38
3931 4146 37 STC I SET CARRY * 0
394: 4147 3F CRC 3 CHECK FOR INTERRUPT COMPLETI
395n 4248 Fl El I NEEDED FOR 1ST PASS ONLY
396t
397: 4149 W*ITLPI
398: 4149 024941 JNC VAITLP IUAIT FOR INTERRUPT
399: 414C C30440 JNP STYTI I INTERRUPT SERUICED
400s 8 CALCULATE NEXT OUTPUT
401 :
4021 SUBROUTINE "RULT' --- 8 BIT SIGNED MULTIPLY
403t
4041 a NL - NSC

46t INPUTS# C - MULTIPLICAND 8 BIT SIGNED
4071 N - MULTIPLIER 3 BIT SIGNED
408:
409s OUTPUTS? HL - PRODUCT 16 BIT SIGNED
410:
411 DESTROYS: A.I.CN.L
4121
413, 414F MULTI
414: 414F 7C NOv A.N CHECK SIGN OF MULTIPLIER (H)
431: 41S6 37 ORA a
416: 4151 FBSE41 JP MUL4P H IS POSITIVE
417: 4154 F ClA MULTIPLIER (H) IS NEGATIVE
418 415S 3C INN A TAKE a'S COMPLIMENT
419: 4116 67 NOv ",A
4201 41S? 79 NOv A.C CHECK SIGN OF MULTIPLICAND
421? 4113 B7 ORA A
422: 4159 F26341 JP MULOS INPUTS NAVE OPPOSITE SIGNS
423: 41SC OF CM& I MULTIPLICAND (C) IS
424: 41SD 3C INN A TAKE Z'S COMPLIMENT
421: 41Sf 4F NOV C.A426:;
4271 41SF MULSSI
483: 41SF CD7941 CALL IMUL SANE SIGN, MULTIPLY AND RETU
429: 4162 C9 NET
430: S
431: 4163 MULOSt
432: 4163 CD7941 CALL IMUL 3H & C NAVE OPPOSITE SIGNS
433: 4166 23 DCX N TAKE i'S COMPLIMENT OF PRODU
4341 4167 73 NOV A.L
431: 4168 IF CRA
436: 4169 6F MOU L.A I 8'S CORP OF L
4371 416A ?C NOV A.N
438 4169 OF CPA
439 416C 67 NOv .A 8'S COMP OF "440 4163 C9 RET RETURN UITN FINAL RESULT IN
441
442: 416E iULNP
443t 416E 79 NOV A.C g N (MULTIPLIEI IS POSITIVE
4448 416F 37 ORA A CHECK SIGN OF MULTIPLICAND
44St 4170 FSF41 JP MULSS
446: 4173 OF CMA MULTIPLICAND (C) IS NEGATIVE
4478 4174 3C INN a TAKE a's COMPLIMENT
448: 417S 4F NOV C.A
4498 4176 C36341 JMP MULOS j DO OPPOSITE SIGH MULTIPLY
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4518
4S28 £ SUROUTINE 'IMUL --- 9 SIT UNSIGNED FRACTIONAL
4S31 :

454 j INPUTS8 C - MULTIPLICAND •IIT UNSIGNED
45Ss m - MULTIPLIER 8 SIT UNSIGNED
456.
4S7: OUTPUTS IL - PRODUCT 16 BIT UNSIGNED
45883
4S91 j DESTROYS1 AI.H,L
4603 8

461s 4179 IMUL I
4612 4179 0600 MI a'0 s CLEAR FOR FOLLOUING 'DAD' IN
4638 4171 60 MOV LS CLEM BOTTOM HALF OF NL
4648 417C 3E08 AlV AS INITIALIZE LOOP COUNTER

4661 417E IMULIs
4678 417E RD DAD H j SHIFT RESULT
468s 417F 08341 JIC iIULZ I IF MSB SET. ADD NULTIPLICAND4691 4182 OD S IL - ML * 9C

4708
4711 4183 hUl
4728 4183 3D DCR A D DECREMENT S TEST LOOP COUNTE
473s 4184 C87941 JHZ IMULI
4748 4187 29 DAD 14 ADJUST FOR FRACTIONAL MPY
4?S1 4111C E
476s
4771
4738 8 INTERRUPT SERVICE ROUTINE
4791
4308 a FUNCTIONAL DESCRIPTIONS

482 THIS ROUTINE IS ENTERED UHEN THE CLOCK (DELTA T)
4331 GOES OFF. DELTA T IS A SQUARE WAVDE CLOCK INPUT
4848 FROM A FUNCTION GENERATOR. HENCE IT IS PRESETTAIL
4351 IT PROUIDES:

457% * A) A DELTA T TIME STEP
468: j 1) A MEANS OF INDICATING END OF CONVERSION FOR

4908 j A.D MAX CONVERSION TIME IS .05 MS. HENCE DELTA T
4911 * E SET HIGHER
4921 *
4938 % THE ROUTINE READS IN A 18 #IT AD INPUT Z(K).HICH
.494s j TRUNCATES THE LEAST SIGNIFICANT 4 BITS SINCE ONLY8
49Si £ SITS ARE NEEDED.
496 :

497s j THE ROUTINE ALSO OUTPUTS U(K) TO THE ANALOG SYSTEM
498: MEANS OF A DRA. THE De IS I SIT MEMORY RAP 10.
4991 j I OUTPUTS AM PROUIDEI I TO THE SYSTEMSo*): 1 TO A STRIP CHART RECOR[

SO2: IN ADDITION. A CHECK IS DONE TO SEE IF THE
5S31 j INTERRUPT OCCURRED DURING CONTROL CODE
S04t j CALCULATIONS, WHI1CH COULD RESULT IN
SOS$ INACCURATE CONTROL COMMANDS. IF THIS
Ses j ERROR OCCURS, THEN PGN CONTROL IS
SO7 PASSED TO THE MONITOR.

so9: 4139 INTR'
SlO: 4189 F3 DI DISABLE INTERRUPTS
s11$ 418A rS PUSH PS so" A
Sa23 413 9S PUSH H SA NL

S148 a CHECK IF CONTROL CODE COMPLETED

S1W: 418C 3 INX SP + CHECK IF CONTROL CODE COMPLE
Sl71 41f0 33 IEX SP FIND RET ADDO FRO INTERRUPT
Sias 41K[ 33 I"X SP
S191 418F 33 NX sid
Sees 41% 814941 LXI NUAITLP IGET WAIT LOOP NI ASINR

sell 4193 72 1 A.H
S22s 4194 E3 XTHL G SET INTERN RET H AIDR
538 4195 94 SUs H RE THEY COWL F
S.41 4196 CID841 JNZ ERRl * NO. INDICATE ERn. STOP PON
S2s 4199 70 NOV AL a GET INTEIR RET LO ADDR
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526: 4190 E3 XTHL g GET WAIT LOOP LO ADDi
S271 419 96 SUB L g ARE THEY EQUAL 9
583: 419C CaDS41 JNZ E1R S NO. INDICATE Et. STOP PON
Sag: 41W 33 DCX SP g YES. CONTROL CODE WAS CORPLE
S30: 41*0 33 DCX SP ! RESTORE STACK PnT8 TO NORMAL
•13: 41A1 33 DCX SF
S38: 41it 33 0CX Sp
•33:
S34: READ AitD
S3S1
S36: 41A3 3E• IuI A.8H SET A/D RAD CHANNEL
537: 41" DX7 OUT •(714 I AMPLIFIER INPUT
533: 41? DOIES IN 3SES j READ LOW BYTE
139: 41A9 of RIC A ADJUST FOR 4 BIT THIROMAUIY
S401 41i OF RRC
141: 41*3 OF ORC
S42: 4IAC OF ORC
S43, 41AD ESOF ANI OF " PRESERVE LOW MIDDLE
544: 41AF i F NoV L.A TEP SAVE
141: 4130 OK4 IN 3(4* READ HIGH BYTE
S46: 4133 OF RRC *ADJUST FOR HIGH MIDDLE
147: 4133 OF ReC
•48 4134 OF RPC
1498 413S OF ROC
550: 4136 EFO Ai OFOIN PESERUVE HIGH MIDDLE
551: 4133 3 0it L MERGE TO FORN 8 $IT INPUT
•51: 4139 830S41 LXI H.NmI STORE INPUT IN NATRIX DATA A
113: 418C 77 NOV "'A

SSs j OUTPUT D/A (U)
S7 j NEMORY NAPPED 1-0

S6ol 419D al0n3 LXI H.UOUT j OUTPUT U
S61: 41C0 7E NOU 10.1
1 68: 41C1 21W7 LXI HOPF70N
563: 41C4 7? NOV .A
S64: 41CS 214063 LXI H.STRIPC j OUTPUT NENORY LOC TO STRIP C
1618 41C• 71 NOV A.
S64 41C9 8101F? LXI H.OF7Oaw
5678 41CC 77 NOV .iA
•628 41CD El POP H
569: 41CE F1 POP Pew
570: 41CF 37 STC * INDICATE INTERRUPT COMPLETE
571s 41DO F1 El
173: 4101 C9 NET I ENASLE INTERRUPTS & RETURN
173:
S74: CONTROL CODE NOT COMPLETED. ERROR
171:
576: 41D2 I I
S771 4138 CF RST I D RANCH TO NONITOR INEDIATLY
6791i

Sees S DATA MATRIX STORAGE AREA

se8 THE FOLLOWING DAt IS FOR THE END ORDER SYSTEMS133 ALL #IS ARE REPRESENTED AS FRACTIONS EClES
S24: #8 3 F FRAC .2188*.S
SIS -S 0 a's CORP OF (-F*r .slas*.5)
136:

Sees 3 NOTE: GAINS BELOW AR FOR T * 0.1 SEC IsS903

S93t Z - INPUT UECTOR FROM AiD
S94: ND - MATRIX

S96 ND * .113 * .057 HEMN SCALED ON 8.0
S71 -.036 *-.018S981
IS9, SO" on so""m
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6813 I NOTE: ND(S) S 04(i3 alNAE SEEN COMPLINENTED
668: DUE TO INUENTED INPUT.
6013: 3

6043 so60 0" Do ON j Z(K) UECTOR AID INPUT $1
60 GOSS II go o09H S No MATRIX ROW1 COLI
6861 56 is as 011N S NO MATRIXNOW03 COLI
6071 I

6091 W(K) - PAST STATE UECTOR
6168 PHIl - CLOSED LOOP SYSTER MATRIX
6113
6sl g PHIS * .87864 .971a7 0 .4363a .0363
6133 -.86684 .63806 e -.13M5 .31603
614s 3 EN SCALED On 8.0

616: 5300 O8G S3600
6171 S30 40 be 404 1 U(K) PAST STATE *I INIT .S
6ill S361 33 be 38 PHID MATRIX NOVI COLI
61Slot $"3 re b WON 3 PNID NATRIX NO8 COLI
60ss S363 40 I 46H W V(K) PAST STATE 82 INIT .S
6a1l S304 eS DI SH * PHID NATRIX 10MI COLA
6r8: 5360 6 i D1 e 0 t PHIS MATRIX R COLo

6st I U(K*I) - PRESENT STATE UECTOR
686s G D - CONTROL GAIN NATRIX6271

62t GD * -1.748 -.4141a - -.371 -. 31076
68 I UNEN SCALED ON a.*
6301
6313 Si60 ONG 16060
6321 50 G DI 00 g 3(K.I) PRESENT STATE 31
633. 5601 98 Do 8 " GD MATRIX NOI COLI
634: 506 04 DI ON W (*41) PRESENT STATE 8
63S

t  
503 ES 35 00 I GD MATRIX 3031 COLE

636:1
6373
633: END
6393 NO PROGRAM ERRORS
6401
641:
64l SRSOL TABLE
6433
644: 3 01
645:
6461 A 0007 ADDMX 40fr 1 0606 C 0061
647t COLNI 410C COLNi 4O5A COLN3 4140 a 06
64 DRA S e 0UW S300 DMA3 "80 DOE1 40S8
649t DOMEa 406 DONE3 4146 ON[4 4006 DONES 40F7
6sis E 0003 ERRS 418 N 0004 INUL 4179
6513 IMULS 417E IMULE 4183 INTM 4189 L 06S
6S2: A 0006 WNHAI S806 81RAl SS0 WNRA3 s3*
6S3 "$1 008 HSa 0 608 R 3 0601 NULNP 416E
SS4: MULOS 4163 NULSS 41SF NULT 414F NEG 4OC4
6SSS NOFLO 40SF PUA I S100 PMMA2 5400 PIMA3 S700
6SW6 PS90 0006 NOUNI 4011 RONdIM 40W ROUN3 41Su
657: SCALI 40C6 OP 006 STRIP 5300 STRNX 4W6
653 STOTI 4004 SUlS 408E SUNAR 40?C SUNA3 418.
S9 SUMS 4036 SURID 4034 51M33 411A UOUT So"
6"8 V9I 0001 USE 0006 V63 SOON MAITL 4149
"is:

I ~ ;7 :-2rnJ~~ PiiACT LRZ



APPENDIX C

LSI-11 SOFTWARE FOR LQG CONTROLLER

KALMAN FILTER/CONTROLLER

PROJECT: MICROPROCESSOR IMPLEMENTATION OF MODERN CONTROL
PROGRMMR: J. KRODEL, DIGITAL COMPUTER LAE
DATE: 15-APR-80
VERSION: 00.00
REVISION: 00.00

FUNCTIONAL DESFFIPTION:
THIS FRCGAl CONTROLS A 5TH
ORDER SYSTE USING MODERN CONTROL
METHODS. THE BASIC EQUATIONS FOLLOW

W FHIniW + HDI*Z

W =W
, K K i

U GD*W
K+1 NH]

WHERE:

Z SYSTEM MEASUREMENT VECTORK

Hr; KALMAN FILTER GAIN MATRIX

W PAST STATE ESTIMATE VECTORK

PHID = CLOSED LOOP SYSTEM MATRIX

W = NEXT STATE ESTIMATE VECTOR

K+1

of = CLOSED LOOP FEEDBACK GAIN MATRIX

U = SYSTEM INPUT VECTOR
K+l

FOR THE FIFTH ORDER SYSTEM:

Z = 5XI VECTOR
HIP = 5X5 mATRIx

= 5.1 VEZiOR
PHID 5X5 MATRIX
GD = 4X5 MATRIX
U = 4X1 VECTOR

REVISION HISTORY:

• ANALOb INTERFACE:

THIS INTERFACE ALLOWS THE USER TO INVESTIGATE'BOTH THE
ANALOG AND DIGITAL COMPLIER STATES AT ANY POINT IN
TIME OF THE SIMULATION/CONTROLLER. THIS
PROGRAM ACTS AS A SLAVE TO THE ANALOG MACHINE WITH

c-1ii4 )P.



RESPECT TO 'MODE* OPERATION. THE 3 MODES ON THE
ANALOG COMPUTER ARE:

IoC. (INITIAL CONDITIONS)
OP (OPERATE)
HLD (HOLD)

THE OVERLOAD CONDITION WILL ALSO BE HANDLED.

WHEN IN I.C. MODE THE PROGRAM DECIPHERS THIS MODE,
AND RESETS THE INTERNAL CLOCK AND AWAITS FOR THE
OPERATE MODE. ONCE IN OPERATE MODE, THE PROGEAM
ALLOWS THE CLOCK TO RUN FREE AND CONTROL OF SIMULATION
BEGINS.

IF THE HOLD MODE IS ENTERED, THE CLOCK IS IMMEDIATELY
HALTEr., AND THE PROGRAM CAN BE SET TO BREAKFOINT UNIER
ODT TO EXAMINE THE PRESENT STATUS OF THE LSI-1i
CONTROLLER. LIKEWISE, ANi INFORMATION OF THE
SIMULATOR CAN BE OBTAINED' VIA THE ANALOG COMPU-ERS
DIGITAL KEY FAD. WHEN THE OPERATE MODE IS LAIER
ENTERED THE CLOCK STARTS AGAIN AT PRECISELY THE
POINT IT WAS STOPPED.

THE ANALOG COMPUTER HAS THE CAPABILITY OF GOING
INTO THE HOLD STATE WHEN ANY AMFLIF]ER IS OVERLOADEt.
IF THE SYSTEM BECOMES OVERLOADED THEN AGAIN
THE INTERNAL CLOCK IS HALTED, AND LILEwISE THE
PROGRAM CAN BE HALTED UNDER ODT CONTROL.

NOTE: FOR 'ORRECT OPERATION OF THIS CODE, PATCHES
MUST BE MADE TO THE ANALOG COMPUTER, BELOW ARE
LISTED THE NECESSAR'f PAICHES.

UPP = UNIVERSAL 'A7CH PANEL
HID = HYBRID I/O PATCH PANEL
D'PP = DIGITAL PATCH PANEL

UPP.OVL - UPP.HOLD *ALLOWS HOLD STATE WHEN OVERLOAD OCCURS
DPFCLK - HIO.RQSTA *INTERRUFT FOR I/0 UPDATE
UPP.ABAR - HIO.LSI-11 DIGITAL INPUT 1 *ALLOWS CODE TO DETECT ....
UPP.A - HIO.LSI-11 DIGITAL INPUT 0 * .... ANALOG COMPUTER MODE.

NOTE: CLK BUS DOES NOT WORK UNLESS IN OPERATE MODE.

ABAR A ANALOG COMPUTER MODE

0 0 DON'T CARE
0 1 I. C. MODE
1 0 OPERATE MODE
1 1 HOLD MODE

EXTERNAL GLOBLS

*GLOBL HBRKPT ; SYSTEM IN HOLD ODT BREAK POINT

EQUATES

DIOCSR = 170000 ; LSI-11 DIGITAL INP TiOUT'UT STATUS RE
DIOIN = 170004 ; L&I-1I DIGITAL ;NPUT REG
TIMPSW = 340 CLOQh INTERRUPT PSW
DAOUTO = 176750 /A OUTPUT R.G
DAOUT1 = 176752 D/A OUTPUT REGDAOUT2 = 176754 F l/A OUTPUT REEDAOUT3 = 176756 ; D/A OUTPUT RE6

THIS PAGE IS B!ST QUALITY PRACTIOA=
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ADCHO = 0001 ; A/P CSR COMMAND' GAIN = X10
ADCHO = 0401 ; A/D CSR COMMAND, GAIN = X1O
ADCH2 = 1001 ; A/D CSR COMMAND, GAIN = XIO
ADCH3 = 1401 ; A/D CSR COMMAND, GAIN = X1O
ADCH4 = 2001 A/D CSR COMMAND, GAIN = X1O
ADCSR = 176770; A/D STATUS REG
ADBUF = 176772 #.A/P BUFFER REG
IC = 631!

VS1 = 5 ; # OF ELEMENTS IN VECTOR I
MSI = 5 ; # ROWS IN NATRjx I
VS2 = 5 ; 1 OF ELEMENIS IN VECTOR 2M", =5 ; # ROWS IN MAT-TX:
V53 = 5 f 4 OF ELEMENTS HN VECTOR 3
mz- = 4 ; # ROWS IN MATRIX 3

BEGIN:
MOV #1000,SF ; SET STACK POINTER
MO #TIMEIP@32O ; SET TIMER INTERRUPT VECT, ADI'P(ROST A)
MOV #TIMFSW,@€322 ; SET TIMER INTERRUFT VECTOR PSW
MOV lO0,?@#DIOCSR ; ENABLE RQST A INIERRUPT ON DIGITAL

; INFUT/UTPUT CAR:f
JMF ICMOI'E ; START BY ZEROING D/A OUTPUTS

GET SYNCHRONIZED WITH ANALOG SYSTEM

START:
MOV @$DIOIN,ATARA OBTAIN ABARA
BIC #177774,ABPRA ; MASKt: UNWANTED BIiS
CMP #IHL'FLG ARE WE PFREEENTLi IN HOLD ?
BEG CHKOF ; YES
CMF *3,ABARA NO, WAS HOLD MODE JUST ENTERED
BEG HOLD YES

CtHKOFP:
CMF #2,ABARA WAS OPERATE MODE JUST ENTERED
BEG OPERAT ; YES
CHF #OABARA ; THIS STATE SHOULI NEVER OCCUR
BEG START
CMP #3,ABARA ; IF IN HOLD, CHK FOR OPERATE MODE
BEG START

-;*** IN I. C. MODE **

INITIALIZATION OF ANALOG COMPUTER PARAMETERS

ICMODE:
CLR @#DAtTTO INtTIALIZE D/A
CLR @#DAOUT1 INITIALIZE DI/A
CLR @#DAOUT2 INITIALIZE D/A
CLR @,DAOUT3 ; INITIALIZE DI/A
CLR ICNT ; INITIALIZE INTERRUPT COUNTER
CLR HLDFLG ; INDICATE NOT IN HOLD MODE
CLR R2 ; INITIALIZE MATRIX INPUTS

INITM:I MOV #IC,DMAI(R2)I MOV #1CDMA2(R2)
ADD 14vR2
CMP #74,R2
BNE INITM
JMF START

I



**S* SYSTEM IN HOLD ***A
CLOCK STOPS AUTOMATICALLY (OUT OF OPERATE MODE)
ASSUME OPT BREAKPOINT AT 'HBRKPT'

IF NO BREAK POINT SET, LSI-11 IS STILL IN HOLD STATE
UNTIL USER PRESSES OPERATE.

HOLD:

HBRKPT:
MOV #1,HLDFLG INDICATE IN HOLD MODE
JMFI START

;*** SYSTEM IN OPERATION ***

OPERAT:
CLF: HLDFLG ; INDICATE NOT IN HOLD MODE
CLR TIFAG ; INIT TIMER INTERRUPT FLAG

WAIT FOR TIMER INTERRUPT

TIMEWT:
MOV @ODIOIN,ABAFA ; IC OR HOLD KEY PRESSED
BIC I177776,ABAFA ; A INDICATES IN I. C. OR HOLD
BED NOICH ; NO I. C. OR HOLD MODE PRESSED
JMF START ; YES, GOTO S'ART

NOICH: CMF #1,TIFLAG ; TIMER INTERRUPT YET
BNE TIMEWT

MULTIPLY MATRIX HD 'ZKALMAN FILTER GAIN MATRIX WIIH
VECTOR Z (SYSTEM MEASUFEMENT VECTOR:,.

HD IS 5 ROWS X 5 COLS
Z IS 5 ROWS X I COL

INITIALIZATION

MoV #VS1,RO CLEAR MATRIX MULT. RESULT AREA
M0V #MMRAIR2

INIl:
CLR R2)+
DEC RO
BNE INI.
MOV #VSI,COLCNT ; ESTABLISH VECTOF SIZE
MOV #DMAI,RI ; DATA MATRIX START ADDR

COLNI:
MoV #MS1,RO ; ESTABLISH MATRIX ROW Sl'E
MOV #MMRAlR2 ; INIT. RESULT AliF.
MOV (R1)+,R3 ; GET OPERAND #1

ROWNI:
MOV (RI)+,R4 ; GET OPERAND # z
JSR PCMULT ; 16 BIT SIGNED

SCALE

AtDD R4(R2'+ i SUM CORRESPONDING TERMS
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: CHECK, FOR ADDITION OVERFLOW

1E: RO ; THIS CGOLUMr tL D,&NL
pNE FOWN ; NO
EI _ ONT ALL MULTIPIEE CC'L-

BNE COLN, N,'

M, - MATFIX I CLDSEI LOOP 'FSTE ;%T I ., A

VECTOR W (PASF STAlE V EC TCFR
... II ," ROWS f COLE:5 ] 5 RSE-'S X I COIL

-c * 7' -,; ; LUEM AR M ,' Jg..'. F."-[,ul. l .;

L_ " Z. C' 0,; 2 L:

-C!, LR2,.P

F T J A,

/C,
2, F -, E7 .

rO,~~G ER --.R c rE [ EFL NP: .i

F ,BE*i'. ,: ,; BE-T4?D.5-' F EOS F:
.1~ . . .. •.,- .6 q T ,.. .

VE RO THIS COLUMN ALL. DONE ;
EC C L: AL' L '-

NC: *r.RLF 2  ; N' .
GtP h Ut L~ IP I.

W I E D

Li F'L!-C I, T, LF J'L. 7-AL '_Lt _AT[ W

MOV~ ~ ~ ~ ~~r PMF E2;: F.'i+v 'Z_- ';

* -HE t.,Rh,,.iK,:0 •YEF, L,

# '- R A 2

LULNZ ; U



MOV #VS3,COLCNT ; GET # OF TERMS TO rlll
*DMA2,RO ; W(K) STORAGE AREA Allll:i

MO; (R2)+.R4 GET TERM I
Moi (R3*,+4R5 i GET TEY Ni
A D R 4,R ; DO SIGNED ADDf
Tl 0ERLI ; C H O FR O EF :F . IMTI R5 ; OYFFLOW , 'BET M A' LI I%'

MA XF'O' ; SET TO FDOS:TI',E MA' #
$ 'OSR4 ; SET 10 NEGA':I.E MA> #

T F ',T$

D4," ; SOPE ,E"ULT ., ill

- - . .L N " O CH' IF ALL :tt: A :iM >£

p m s 2, 1 ; ADJUST STOFAGE AI LT:

I#I

- - - '_.- C2,BE R 0?rOiA~:M~'

7EA T7 1,T . L
£" : A r"">

; ,EZT ,F . . i . T ': TE f{; i ,

k LEAF 'r '. '. .T "Y MUL T RE
; :'i.'? ' ' -.. ' 1

tI - 't'

.-;-I~P ' ;ACpT 1>~ L~
:. I....

.*f,.. . ."*--: . : : > :.'> t,

-. '_- A lt;..

THIS PAGE IS BEST QUALITY PRACn'llCJt'
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-F F,COMF

•IFK.._- c. y O TE)d Td,

- -. *,.. $ .; H ; C* ,Jhi T ALL' HUN

H ILI ; I FL E CC iFl ' i- F

* T ..- M ': L.I-

FE- ; D IN'T L T E' G iI:'

Pp r
,-.. ' LT IL LIL' I

L, F F ~ ~'K ~ t~F E' ;NTEJEF BlADE TO SCA"" ;" ,?#TA'J ]':I rj T LI' t.C ANALJ -,

* b ' -. N, i rt 0

Iri L'U' Al C :

CP A O ,I F . SC

re F L. L L

L' P ' s ' m!- ' I

-.S- rE;;OR, -F C ri FFI.,i<.

L 7

'- L I'- L - ; L 'T TN -L'-. -

_" ; U L F' U T t EI

LL-; G N C- IM F F I ' LT

-F 7

T G Z
- - : '  ti.'. ... n6 fI 0: E ' 71 P ];" E

1F VU_7 E T1 G N - AKEM

7 E 5; ".' CO F i~ ,l l
;O- SC.NF . ; All'-'L FO; F = Ir_ "L,:
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SU* UiTTNE III'DE I BIT SIGNED DIJ.TIDE

. P ; SAVE R3 VAL.,.N
L- 4-IN ; I T SIGN F :

TS T R5 ; LH[ S% OF .ST OFERAj1:BF Dl , ; Ti FOETT]VE
IT I Frw T . L r

.- ,-. ;., CG;, ENT SIGN F

O H' S 1;N OF 2ND 0'JEF.Ai
r, : t :;"r' fr: TiEr- T-.

Z, 7 1 i -;

1.' I DE OPERANDS
TSL SOtF_. CHK FOR PROPER SIGN

N .5 NEL4TI .E ION, T ALKE S O.-FtLN:

-. :' FAG FL'L

S* , .- : : Gh LA FOR LT R J .

.2. -I E4 T. 2

FD F
r F, '-- N . 7ESrE -7

A .
- .  

: - E r '7i . E R

S ,E = C0FLr. 'D L" R'!- ' .'E U . i L', I F..Sr~ E -' A F: 19:L C 1
P 1,', #H C':. N 7_Lp , ri N RI J CE iu N F,, : : i . *

.L T

T±P'1:R:.=L ; A' L £: r ? cp.- £ T'-N]: ,.

E7,E E;,F: L C
:.Ddr.-*IA'-LLR ; VAF A.t rEEr.S'N

0, * 1CT PLrr J :!P IF L0UNL:
r,- F 3F NUEh. C

B , #I .:r C' z 7 j4 C r. ,FET T

?T' '# IC . s F~ :, ;:.:t C - 0

5NOEIJ NO
* "".L# : I T :i: F C M. 'A~ NE' , : L"', C .r :.. r:

N M'L.- i ) A ; SCL EL T I ,,'D l.t: '

TB Ee*;.t ~C E -F

# 'D t D nC(P":, L AD * :.. E Tj r"C-

- _ *,,..:r L Erii'-s r.' ,.:, L[:
,-:,-,K " 'EE* REA

- *:, Lt :: .% r3'' RAD Xr...K.

C- 8 1"- ... x ' ' -: . . ... - -



EP PC 9 SCALAI' SCA-E THIS A/D1 I NF L 7
NOO7'TSR H@*ADCSF' CONYIERSIOr4 COMPLETE

BFL N.,C *

hG' R@# DFKP F; ;)ESP READ A/D
M C,; tAK 4 , *HCSR STM NEXT A/T CONCI-RS £0>
jE PCSAAFSA T H1, A/11 INF-L .

NOED. 00 SC -

r E 'U ' ;C.Y-j :r COMPlFLE TE

pg *F A LE "C Lr r :
(SF ~ ~ r -+TLL ,ER.

"'IT

F-F
&~~~~~~~~~ V~ ' ~.~N I'~PTE'L

$CC 4'-. R

*- F. T o Fl FL.

L -EA tl

X. C' 4'*~i

* 7A, r

6 ;

T H I S P A G ? 1 t7 -, 7 m S L f F B A C T L G
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*WOR D 6 3 1$ ; Y13,
*WORsD 40711 ; Hill,: Y
WORL 2 3344 ; Hli' 3) Y
W*C WRD ;574 5 t H. ,

,WO~ci 213 ; HI' 3
.WD 7 3 4 r±.

w*4 C" 7

WO- 4CH

wct' 4 -g

W C! F ,,*

'47

6L;* F

W -5 - *- FU L

*W L. 4 - * H T.. i

WH 1 rD F'-1

F 6

w 1 3 1

84' I- AEI ESTQAI7FR TCA
'iv 10 D ,



*u 1 a Wr+C*WRP 132:2 GE(1,2 =W OP: 11423 2 , GD2,2, Y

1.

., W

* -?4 ..4  6>G4{2,% =

3 h :t 270 T. RESULT AEA 42

1-1
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